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Abstract 

Using a double approach (systematic review of the existing academic literature and qualitative 

web content analysis) this study investigates the impact of the General Data Protection 

Regulation (GDPR), enforced by the European Union in 2018, on targeted marketing in the 

tourism sector. 18 different documents published by different experts in the sector (law firms, 

consultancies, business associations, marketing agencies, IT companies and news) were 

analyzed and coded with the support of the software Nvivo to 2 macro-categories and 21 sub-

categories identified from the results of the systematic literature review. Nonetheless, a 

directed approach was used, meaning that as the content analysis progressed, new categories 

were added to the existing ones as they emerged through thorough reading and examination 

of the data. The results show that the GDPR has had a considerable impact on targeted 

marketing in the tourism industry due to its data and information-intensive nature. Another 

important insight is the emphasis put on the global validity of the GDPR, that applies to all 

companies processing EU citizens’ data world-wide. Finally, several sources considered the 

GDPR as an opportunity to enhance customer loyalty, trust, and satisfaction by demonstrating 

transparency and protecting personal data, aspects explained by the permission-based model 

and theory acceptance model (TAM). 

 

 

KEYWORDS:  GDPR; targeted marketing in tourism; transparency;  permission-based 
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1. Introduction 

The revolution in information and communication technologies (ICTs) has had a deep effect 

on the tourism industry (Xu et al., 2017). Over the last decades ICTs have been tightly linked 

with the tourism experience ad management of tourism offer (Xiang et al., 2015). The result is 

that the concepts of smart tourism (ST) or e-tourism have been coined to refer to the application 

of ICTs aiming to develop innovative tools and mechanisms to improve tourism (Sotiriadis et 

al., 2020). Gretzel et al. (2015) define ST as  

 

A tourism supported by integrated efforts at a destination to collect and aggregate/harness 

data derived from physical infrastructure, social connections, government sources and 

human bodies/minds in combination with the use of advanced technologies to transform 

that data into on-site experiences and business value-propositions with a clear focus on 

efficiency, sustainability and experience enrichment. (p.181) 

 

In the e-tourism system, digitalization is used in all processes of the travel industry. It aims 

also to increase the efficiency of information sharing, exchange and transaction processing 

(Liberato et al., 2018). The travel and tourism sector is an information-intensive industry 

(Buhalis & Amaranggana, 2015; Herdin & Egger, 2007). Therefore, a huge quantity and 

typology of data are available. Since we as humans are tracked and traced in both the real and 

the virtual world, each individual produces vast amounts of data per day without explicitly 

knowing it (Egger, 2022a). Everything on the Internet is measurable. Indeed, most websites are 

now able to track user actions such as how often they visit, which specific pages they visit and 

how long, where they went after finishing the visit and which products they bought (Miedema, 

2018). With specific regards to tourism and travel, internet connectivity has simplified the task 

of consulting maps and travel information on mobile phones, access to transport services and 

paying via ticketing applications (Tapsell et al., 2018). This massive amount of data has 

become available electronically and can be used with different purposes in the tourism industry 

(Godinho et al., 2015). Most recent trends of e-tourism research are focusing on tourism 

marketing (Hamid et al., 2018). Indeed, many organizations operating in a competitive market 

and offering efficient services, are starting to rely on the aforementioned data in order to predict 

short- and long-term consumer trends by refining customers’ profiles and marketing efforts 

(Miedema, 2018; Tapsell et al., 2018). Smart marketing has considerably reformed the 

traditional marketing patterns. It has introduced new creative digital media and communication 

technologies, enhanced the ability to identify and cater to the needs of tourists. The result: 

tourist destinations can be advertised more efficiently (Hamid et al., 2018). 

 

Therefore, online users’ personal data have acquired more and more importance in the last 

years, especially with the development of behavioral targeting (BT), that according to Goldfarb 
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(2014) has been accelerated by many benefits for companies such as customization, 

personalization, and measurements. Algorithmic profiling or targeting is an automatized 

process of tracking, mining, and using personal information to predict digital users’ preferences 

based  on  statistical  information and  evaluations  (Blass,  2019).  With the help of  machine  

learning  technologies  and algorithms,  advertisers  use  different  targeting  techniques, 

including  contextual  and  behavioral  targeting,  to  ensure  accurate personalization,  

customization,  and  efficient  contextualization (Goldfarb,  2014).  The sophistication of 

targeting and profiling processes in personalized advertising has led to a shift from a 

segmenting system based mainly on demographics and locations to tracking users’ data related 

to personal, family, relationship, financial, location, education, entertainment, and relaxation 

digital activities (Basarudin & Raji, 2022). These processes not only benefit advertisers but 

also users, who can greatly benefit from BT advertisement since it reduces both cost and time 

of processing, searching, and buying on digital platforms (Basarudin & Raji, 2022). 

At the same time, it must be acknowledged that many ethical issues are linked to BT for 

marketing purposes, regarding aspects data validity and impact on privacy. Individuals still 

have a low awareness of the fact that certain data have been collected from them and that these 

data can be used by decision-makers to make choices that can impact their life. This knowledge 

asymmetry makes individuals vulnerable, with limited resources to exercise their rights and 

freedom (Egger, 2022a). 

To mitigate the aforementioned issues, the European Union has enforced in 2018 the General 

Data Protection Regulation (GDPR), which imposes rules about transparency, explicit consent 

of personal data collection and mining, and prohibits the processing of many categories such 

as racial or ethnic origin, political opinions or religious or philosophical beliefs (Basarudin & 

Raji, 2022).  

I found evidence, in many scientific papers, of the analysis of the consequences of the 

enforcement of the GDPR and overall privacy rules from the point of view of users and 

customers. These range from the new rules for which they must express they explicit consent 

before accessing to a website (Karaduman, 2017); the complexity of the legal/ technical 

language of the rules they must explicitly agree on, which makes them hard to understand 

(Acquisti et al. 2015; O’Connor, 2020; McDonald & Cranor, 2008; Milne et al., 2006); the 

proposal of mechanisms for a safe and privacy-enhanced data collection and storage 

mechanisms able to comply with GDPR (Drosatos et al., 2015; Tapsell et al., 2018); and the 

ability of the higher level of transparency related to data collection, storage and use to create 

trust among users, eventually contributing to enhance the image of the company (O’Connor, 

2020; Millet, 2022; Theocharidis et al., 2020). 

Nonetheless, very few papers (Millet, 2022) exposed the effects of the practical implementation 

of the GDPR from the side of the companies and enterprises, especially the ones operating in 

the tourism field. However, many tourism stakeholders operating in different phases of the 

tourism experience are using BT for marketing purposes, such as online travel agencies (OTAs) 

(Privacy Statement, 2022; Custom Targeting for Travel Advertisers, 2022), hotels (O’Connor, 
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2020), and Airlines (Millet, 2022). Thus, the topic is acquiring more and more relevance in the 

tourism sector. Therefore, the purpose of this research will be to answer the following research 

question: To what extent is the in the EU General Data Protection Regulation impacting the 

targeted marketing in the tourism sector? 

The aim of this research is to explore the consequences of the GDPR on targeted marketing in 

the tourism field, with a particular focus on the offer side of stakeholders, and thereby to 

contribute to the limited tourism literature on the topic. In order to answer to the research 

question, two main sets of data are utilized; data generated from the content analysis of the 

secondary data available online, and secondary data from the analysis of the existing academic 

literature mostly from the field of computer science and tourism. 

The thesis starts with chapter 2 focusing on the methodology, where I will introduce the 

scientific paradigm and the methods used in this study, that is based on a systematic approach 

to select the existing academic literature and a web content analysis of the secondary data 

available online and published by experts such as marketing agencies, IT companies, sectoral 

journals, consultancies, and law firms. This will be followed by chapter 3 where I expose the 

findings of the systematic review I conducted. In this chapter I introduce the concepts of 

artificial intelligence, machine learning, data science, tracking and profiling techniques for 

marketing purposes and related ethical issues (privacy and data validity), and an overall view 

of the GDPR. Chapter 4 will follow, where I will analyze the material gathered and discuss the 

related findings. More precisely, the analysis and findings will be presented considering 2 

aspects: a) the presentation of the main points of the GDPR, and b) the changes that businesses 

had to implement due to its implementation. Finally, chapter 5 will close my research and 

address the RQ, also exposing its limitations and suggestion for further research. 

 

2. Methodology 

The following section is about the methodology that lays the groundwork for this research. I 

will explain which paradigm I decided to adopt as a framework and the related epistemological 

and ontological connotations, as well as the research method. 

 

2.1 Paradigm 

Guba (1990) defines the paradigm as a “set of beliefs that guides action taken in connection 

with a disciplined inquiry” (p. 17). This helps researchers to position themselves in a complex 

research landscape (Munar et al., 2016). Creswell (2003) assumes that the inquiry process starts 

by thinking and stating what a researcher wants to learn during his/her inquiry and the process 

of how to learn it. With this regard, paradigms can provide a framework for thinking about the 

reality to be studied, how to study it, and the tools that can be used to do so (Hershberg, 2014). 

The same concept is also confirmed by Usher in Tribe (2001), that defines it as “an exemplary 
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way of working that functions as a model for what and how to do a research (study), what 

problem to focus on and work on” (p. 443). Considering that this thesis intends to construct 

knowledge and understanding the research conducted for the purpose of this thesis is led by 

the constructivist paradigm (Guba, 1990), which can be categorized in the naturalistic field of 

research and is rooted in constructivism (Rubin & Rubin, 2011). 

Social constructivism is a paradigm grounded in social sciences that aims to understand, 

interpret and create perspectives (Jennings, 2015). As Wilson and Hollinshead (2015) explain, 

despite many critics of paradigms linked to paradigm methods of social sciences in the past, 

they can still open to important humanistic perspectives, especially in tourism. Indeed, as 

Jennings (2015) states: “tourism is a socially constructed and determined phenomena that is 

constantly being reframed and reinterpreted and reconstructed” (p. 6), and a better 

understanding of it “needs to include the cultural context of the image creation and 

communication process” (Young, 1999, p. 374). 

The most important reason why I decided to choose this paradigm are the ontological, 

epistemological ad methodological proponents (Crotty, 1998; Guba, 1990; Jennings, 2001, 

2009, 2015) that, interconnected, identify the paradigm, and will be discussed in the following 

sections. 

 

2.2 Ontology 

The ontological proponent of every paradigm deals with reality, defining its nature and 

structure and trying to understand the perception of the world in which the author conducts her 

research (Crotty, 1998; Guba, 1990; Jennings, 2001). Being informed by the constructivist 

paradigm, I adopt a relativistic ontology. That means that I am approaching my research 

considering the ‘world’ as consisted of multiple realities which exist and manifest in the form 

of different constructions and meaning about a specific phenomenon. These different 

interpretations are grounded in the social sphere and vary according to each person holding 

them and seeing them through the unique lenses of their prior experiences and understandings. 

(Creswell, 2003; Guba, 1990; Rubin & Rubin, 2011). Therefore, I acknowledge the existence 

of multiple and even conflicting explanations of a phenomenon under research, and not only 

one theory or casual relation able to explain it (Jennings, 2001; Rubin & Rubin, 2011). As a 

consequence, with my research, I do not aim to come up with a universal or generalizable 

theory about the impact the GDPR on digital marketing for tourism purposes. On the contrary, 

my purpose is to uncover and analyze different perspectives and interpretations of my research 

topic, able to ultimately create an informed knowledge and get a deep understanding of it 

through the process of their analysis (Candy, 1989; Creswell, 2003; Goldkuhl, 2012; 

Hershberg, 2014; Kamii, 2016). Another aspect that must be considered is that, as argued by 

Guba (1990), the knowledge and understanding that result from the interaction between the 

researcher and the researched topic can hardly ever be certified as definitive and complete, no 
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matter how many individuals the researcher interacts with: their realities and interpretations 

about the investigated phenomenon can change over time. 

 

2.3 Epistemology 

The epistemological proponent focuses on the study of knowledge, what can be known, how 

do we know what we know, and what we know (Jennings, 2015; Goodson & Phillimore, 2004; 

Tribe, 2004; Guba & Lincoln, 1994). In other words, epistemology describes the nature of the 

relationship between the researcher and his/her research subjects, whose interaction becomes 

a source of creation of knowledge (Creswell, 2003; Guba, 1990; Jennings, 2001; Kamii, 2016; 

Thomas, 2010). Considering that, as also stated in the ontological paragraph, knowledge is 

constructed by the interaction of individuals in the social world (Thomas, 2010), by adopting 

a constructivist paradigm I also adopt a subjective epistemological stance (Creswell, 2003; 

Jennings, 2001, 2009, 2015; Thomas, 2010). Indeed, the interactive process involving the 

researcher and the research participants will inevitably be shaped by the personal beliefs and 

preconceptions of the stakeholders, which will clearly influence the inquiry (Creswell, 2003). 

However, as a constructivist, I do not aim to uncover a definitive and universal truth or an 

objective way to understand to what extent the existing EU measures to protect users’ data are 

affecting e-marketing strategies. On the contrary, thanks to the multiple-realities-approach that 

I am adopting, this can help me to unveil different perspectives about my research topic, 

element necessary for the construction of informed knowledge about it (Guba, 1990). 

Moreover, it is interesting to highlight that as Guba (1990) remarks, due to the nature of 

constructivism, the distinction between ontology and epistemology is obsolete. This is because 

the interaction between the inquirer and the inquired, and the resulting outcome that combines 

two and more existing truths makes them consubstantial. 

 

2.4 Research method 

This research has been conducted using a qualitative methodology. Indeed, under the 

constructivist paradigm researchers most commonly choose qualitative methods to 

successfully gain in-depth knowledge from the study setting (Jennings, 2009). Because of their 

characteristics, systematic literature review and web content analysis have been selected as 

approaches to conduct the present research. 

 

2.4.1 Systematic review of the literature 

Pahlevan-Sharif et al., (2019) explain that systematic approaches have been developed in the 

medical field, to enhance the quality and transparency of literature reviews by minimizing 

biases and omissions. These systematic reviews, along with associated methods like meta-

analyses, employ a replicable and transparent process that aims to reduce bias through thorough 
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literature searches, providing a clear record of the reviewers' decisions, procedures, and 

conclusions. They utilize a range of methods to conduct research on existing studies (Briner & 

Walshe, 2014). The key feature that distinguishes systematic reviews from other types of 

reviews is the methodical synthesis of findings, ensuring unbiased searches with increased 

efficiency and quality (Liberati et al., 2009; Mulrow, 1994). For instance, Briner and Walshe 

(2014) explain that  

Traditional or narrative literature reviews, while useful in many ways, have rather 

different and often unclear aims, do not adopt an explicit or systematic method, cherry-

pick research, may adopt a stance, and include only evidence that tends to support that 

position. (p. 417) 

The term 'systematic' refers to a research protocol that safeguards objectivity by providing 

explicit descriptions of the steps taken, including specific research questions, focus, strategy, 

and inclusion/exclusion criteria (Davies & Crombie, 1998; Tranfield et al., 2003). As a result, 

systematic reviews support evidence-based practices and are considered a fundamental 

scientific activity in numerous disciplines, encompassing both science and social science 

(Mulrow, 1994), including tourism research.  

A systematic review is valued for its ability to comprehensively synthesize diverse 

interdisciplinary research, conducted in various settings and utilizing different research designs 

(Pickering & Byrne, 2014). Given that this review focuses on analyzing the impact of the 

GDPR on tourism digital marketing, which encompasses a broad range of multi- and 

interdisciplinary literature from fields such as tourism, computer science, social science, 

economics, accounting, and risk research, a systematic quantitative approach is considered the 

most suitable methodology. 

Additionally, the chosen method is well-suited for examining emerging trends within 

disciplines, as highlighted by Pickering and Byrne (2014), making it highly suitable for the 

objectives of this paper especially in order to identify the key categories for the coding process, 

which constitutes the primary component of the empirical research and serves the purpose of 

this thesis. 

 

2.4.2 Web content analysis 

The focus of my thesis lies in examining the impact of the GDPR on tourism digital marketing. 

To effectively gather data on this subject, a comprehensive analysis of digital content (e.g., 

blogs, briefings, articles) published online by experts in the field, such as marketing agencies, 

IT companies, sectoral journals, consultancies, and law firms deemed the most efficient 

approach. This approach is justified by the fact that since the introduction of commercial 

Internet applications in the early 1990s, businesses worldwide have embraced websites as a 
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means to conduct their operations, promote their brand, disseminate information, and engage 

with various stakeholders (Buhalis, 2003). The tourism industry, in particular, has fully 

embraced the potential of the World Wide Web (Buhalis, 2003). Consequently, there has been 

an exponential growth in the volume of data generated within the context of tourism. Herring 

(2010) highlights that the vast number of web pages, their diverse formats and functions, 

coupled with the ease of collecting and analyzing content using automated tools, present 

limitless opportunities for research. The communicative nature of websites and web pages 

inherently lends itself to content analysis (Weare & Lin, 2000). 

Bauer (2000) provided a comprehensive definition of content analysis, characterizing it as a 

systematic technique employed for the purpose of coding symbolic content, such as text and 

images, that is present in various modes of communication. When content analysis is applied 

specifically to the analysis of web-based content, it is commonly referred to as web content 

analysis (Herring, 2010). 

Berelson (1952) explained that the content analysis initially served as a methodological 

approach encompassing both qualitative and quantitative dimensions. Primarily utilized as a 

quantitative research method in its early stages, the content analysis involved the systematic 

coding of textual data into explicit categories, which were subsequently subjected to statistical 

analysis (Hsieh & Shannon, 2012). This quantitative application of content analysis gained 

relevance, particularly in the field of mass communication, facilitating the enumeration and 

manipulation of textual elements through various statistical techniques (Weber, 1990). 

However, the present study deviates from a primary focus on quantitative content analysis and 

instead adopts a qualitative content analysis approach. Qualitative content analysis is 

characterized as a research method based on subjectively interpreting the content of text data 

by employing a systematic classification process to identify themes or patterns (Hsieh & 

Shannon, 2005). Qualitative content analysis is an empirical, controlled analysis of texts within 

their communicative context, following content analytic rules and step-by-step models while 

avoiding hasty quantification (Mayring, 2000). Thus, the objective of this research 

methodology is to uncover meanings and patterns inherent in specific content types, such as 

open-ended survey questions, interviews, print media, websites, images, and others. Qualitative 

content analysis typically involves purposeful selection of texts that provide insight into the 

research questions at hand (Zhang & Wildemith, 2009). The outcomes of this approach often 

manifest as descriptive accounts or typologies (Hsieh & Shannon, 2005). Ultimately, the 

overarching aim of content analysis is to enrich knowledge and understanding of the 

phenomenon under investigation (Downe-Wamboldt, 1992). 

According to Zhang & Wildemuth (2009), qualitative content analysis involves a systematic 

process of condensing raw data into meaningful categories or themes through valid inference 

and interpretation. The reasoning employed in this process is primarily inductive, wherein 

themes and categories emerge from the data through the careful examination and comparison 

conducted by the researcher. However, it is important to note that deductive reasoning can also 

be incorporated into the analysis process (Patton, 2002). 
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Berg (2001) argues that qualitative research, including content analysis, can benefit from 

generating concepts or variables based on existing theory or previous studies, particularly 

during the initial stages of data analysis. This approach provides a theoretical foundation and 

allows for a more focused exploration of the data. 

Hsieh and Shannon (2005) outline three distinct approaches to qualitative content analysis, 

based on the degree of involvement of inductive reasoning. The first approach is conventional 

qualitative content analysis, where coding categories are derived directly and inductively from 

the raw data. The second approach is directed content analysis, which starts with initial coding 

guided by theory or relevant research findings. Themes and categories emerge during the data 

analysis phase as the researchers immerse themselves in the data. The purpose of this approach 

is often to validate or extend existing conceptual frameworks or theories. The third approach 

is summative content analysis, which begins with the counting of words or manifest content 

and subsequently extends the analysis to uncover latent meanings and themes. 

In the present study, a directed content analysis approach was employed. The process 

commenced with a systematic review of the relevant theories on digital marketing for tourism 

and of the main principles of the GDPR from where the preliminary categories have been 

identified. As the content analysis progressed, new categories were added to the existing ones 

as they emerged through thorough reading and examination of the data. This directed content 

analysis approach was chosen to ensure a focused exploration of the data in line with the 

research objectives.  

 

2.4.2.1 NVivo 

Specialized computer programs now enable efficient content analysis, offering advantages over 

manual coding in terms of speed and consistency. Heinrich (1996) observed that these 

programs enhance efficiency and inter-subjectivity by explicitly defining coding rules and 

facilitating their application to various texts. NVivo is a prominent program used for qualitative 

text analysis (QSR International, 2014). Computer-assisted text analysis tools provide 

interactive guidance for human coders, assisting in coding selection and organizing extensive 

text data for interpretation (Gretzel et al., 2007). Additionally, Popping (2000) highlighted that 

these programs support the development and representation of conceptual schemes through 

node networks. 

NVivo offers functions such as text editing, note-taking, coding, text retrieval, and category 

manipulation. It includes a visual presentation module that allows the visualization of category 

relationships. The program keeps a record of the coding history to track the analysis progress. 

Researchers can query the data in NVivo to answer questions based on the database (QSR 

International, 2014). The coded in NVivo categorize data, representing concepts, individuals, 

places, or relevant characteristics. Codes act as markers for significant text portions, similar to 

post-it notes. They have names and descriptions for easy searching. Three code types exist: 

free-standing codes, hierarchical codes linked to parent categories and subcategories, and case 
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codes for grouping cases with individual nodes for each case. For the present research I only 

used hierarchical codes, divided in parent and children categories. In the next paragraph I will 

explain further the steps followed in the research process. 

 

2.5 Research process 

In this paragraph I will explain step by step the process I followed to perform my research. It 

will develop in two main parts: 1) explaining the review process applied to my systematic 

review. The results, that will be presented in the next chapters, have set a solid and scientifically 

based foundation to identify the categories that are essential for the 2) coding process and 

related content analysis. 

 

2.5.1 The systematic review process 

The literature review relies on a systematic review of academic manuscripts conducted through 

a Boolean search strategy. This strategy involved using different keywords, including the main 

keywords from the research question, as well as similar and related terms. This approach is 

consistent with the methodology employed by Hamid et al. (2018) in a similar study.  

The Scopus database was selected for this study due to its extensive coverage of scientific 

journals and its global reach (Baas et al., 2020). Scopus is known for encompassing 

publications from scientific publishers worldwide, making it a comprehensive source of 

information (Baas et al., 2020). It is particularly recognized for its strong coverage of tourism 

journals compared to other platforms (Wijesinghe et al., 2019). In a study by Yang et al. (2017), 

Scopus was identified as one of the most powerful databases, offering advanced search 

capabilities that surpass other databases in terms of functionality and generating a larger 

number of results. Furthermore, Scopus is a multidisciplinary database that covers various 

fields such as Life Sciences, Social Sciences, Physical Sciences, and Health Sciences, 

containing over 69 million records (Niñerola et al., 2019). Considering the multidisciplinary 

nature of this research, Scopus was therefore deemed the most suitable database for the study. 

Following the methodology adopted in previous reviews (Dorcic et al., 2019; Wijesinghe et 

al., 2019), the review was conducted in two phases. The initial phase (Phase I) involved a 

search based on four specific criteria: 

1. The inclusion criteria involved the identification of specific keywords and their 

combinations to select relevant papers. The keywords used for inclusion are: 

TITLE-ABS-KEY ( "data-centric" OR "data -centric" OR "data - centric" OR "data-

driven" OR "data -driven" OR "data" OR "data science" OR "big data" OR "data 

mining" OR "data profiling" OR "algorithmic model" OR "algorithmic profiling" OR 

"behavioural analysis" OR "behavioral analysis" OR "user-generated content" OR 

"ugc" OR "ugd" OR "user-generated data" OR "cookies" OR "cookie" OR "predictive 
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analytics" OR "artificial intelligence" OR "ai" AND "marketing" OR "e-marketing" OR 

"digital marketing" OR "personalization" AND "privacy" OR "ethics" OR "ethical 

issue" OR "risk" OR "security" AND "tourism" OR "travel" OR "traveller" OR 

"traveler" OR "travellers" OR "travelers" OR "booking" OR "reservation" AND 

"regulation" OR "regulations" OR "law" OR "protection" OR "GDPR" OR "General 

Data Protection Regulation") 

Initially, all published papers that contained these keywords in any part of their content, 

including the title, abstract, keywords, main body, and references, were selected. 

2. The last search was conducted in January 2023 and no time limit was applied. 

3. Only articles written in English language were considered. 

4. Articles, Conference Reviews, Conference Paper, and Book chapters were considered. 

Considering these four inclusion criteria, 47 documents were taken into consideration. In the 

second phase (Phase II) I read and screen all the articles. In this process the following exclusion 

criteria were applied: 

1. Manuscripts whose subject are is not related to the ones relevant for this research. The 

selection was made automatically by the option “filter by subject area” available in 

Scopus. Therefore, only the following subject area were included: Computer Science, 

Business Management and Accounting, Engineering, Social Sciences, Environmental 

Science, Decision Science, Economics, Econometrics and Finance. This led to the 

exclusion of 8 documents. 

2. I performed a second manual screening, where I carefully read all the remaining 

documents to exclude the ones not fitting into the research aim and / or not covering 

the topic of this thesis. This included a careful screening of the conference papers 

included in the original selection, in order to select the ones relevant to the research. 

After this step, only 16 manuscripts were left. 

In order to gain additional insight from academia, I also included among the manuscripts 

used for the literature review relevant papers coming from the literature reviews of the 

original 16 documents selected in the systematic approach. Therefore, the final number of 

documents considered as foundation for the literature review is 126.  

 

2.5.2 Qualitative content analysis 

In order to perform the qualitative content analysis that constitutes the main empirical part of 

my research the steps proposed by Zhang and Wildemuth (2009) have been followed, with 

several adjustments, as summarized in figure 1. 

Source: adapted from Zhang & Wildemuth (2009) 
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Source: adapted from Zhang & Wildemuth (2009) 

Step 1: Select the sample  

The sample of the research included 18 documents published online between 2016 (year of 

adoption by the European Parliament of the GDPR) and 2020. This interval was considered in 

order to allow an analysis including the perceived impact before (2016-2017), in the moment 

of enforcement (2018) and after (2020) the GDPR. The documents have been analyzed between 

30 April – 27 May 2023. The authors of the documents considered are blogs, interviews, 

briefings, articles, and reports published by companies operating in fields related to the topic 

of this research such as marketing agencies, IT companies, sectoral journals, consultancies, and 

law firms on the topic. Considering that the GDPR has a global validity, no restriction on the 

country of origin of the publishing company was applied. In order to ensure an analysis as 

much representative of the tourism sector as possible, not only documents discussing the 

impact on tourism overall (8 documents), but also ones with a specific focus on the 4 major 

tourism sub-sectors: Hotels (4 documents), Airlines (3 documents), cruise lines (2 documents) 

and Car rentals (1 document) (Sharma & Nicolau, 2020). 

Step 2: Develop a coding scheme 

In order to develop a coding scheme, it is essential also to define the unit of analysis considered 

to be coded. The unit of analysis in content analysis refers to the fundamental text unit that is 

categorized during the analysis process (Zhang & Wildemuth, 2009). While quantitative 

content analysis often employs physical linguistic units such as words, sentences, or 

paragraphs, qualitative content analysis, as described by Neuendorf (2002), typically adopts 

individual themes as the unit of analysis. These themes can be expressed through various 

textual components, including a single word, a phrase, a sentence, a paragraph, or even an 

entire document. When utilizing themes as coding units, researchers primarily focus on 

identifying expressions of ideas (Neuendorf, 2002). Consequently, a code may be assigned to 

1
• Select the sample

2

• Develop a coding 
scheme

3
• Code the text

4

• Draw conclusions from 
the text

5
• Report findings

Figure 1 Research process: content analysis 



 

12 
 

a text segment of any size, as long as it represents a coherent theme or category relevant to the 

research questions (Zhang & Wildemuth, 2009). 

Categories and the coding scheme were partly derived from main point highlighted by the 

analysis of the systematic literature review. Two macro-categories were identified 1) a general 

presentation of the GDPR (that will be presented in paragraph 3.6 of the literature review), 

highlighting the essential points of the regulations including the importance of publicizing 

consumer rights, data controllers, data portability, data processors, data profiling, global 

validity,  PII, the purpose of GDPR, the pseudonymization, the right of subject access, the right 

to be forgotten, special categories, and transparency. 2) changes that businesses had to 

implement after the enforcement of the GDPR. The principal sub-categories were identified in 

this case according to the steps of data processing for Machine Learning identified by Egger 

(2022b): data collection, data storage and data interpretation/use (presented in paragraph 3.2). 

More precisely, the elements taken into account were data collection, data storage and data 

interpretation/use changes before and after the GDPR, the role of third parties (paragraph 

3.3.4), mentions of the direct impact on tourism and travel sector. Following these themes, 

parts of texts covering the selected topic were put into the appropriate code in NVivo. The 

coding scheme as developed in the research process is presented in figure 2. 

Step 3: Code the text 

The coding scheme created in step 2 served as the foundation for identifying pertinent themes 

in the content analysis. However, as the entire text was coded, it became apparent that 

additional themes needed to be incorporated as codes in NVivo. The predetermined categories 

initially established for analyzing both the presentation of the GDPR and the changes were 

expanded, and new codes were introduced (the principle of accountability for companies and 

penalties in case of violation of the GDPR, laws and regulations similar to GDPR, others). 

These codes were grouped and merged based on their content to enhance comprehension (refer 

to Figure 4 for visual representation). 

Step 4: Draw conclusions from the text 

In this step, the focus is on understanding and interpreting the identified themes or categories 

and their characteristics. It involves drawing inferences and reconstructing meanings from the 

data (Zhang & Wildemuth, 2009). The content associated with each individual category, as 

identified in the fourth step, was exported from NVivo and compiled into a Word document. 

During the first reading, repetitive content was eliminated, incorrectly coded content was 

repositioned to the appropriate section, and irrelevant information was removed. The second 

reading served as the foundation for establishing connections between categories, identifying 

patterns, and summarizing ideas. 

Step 5: Report findings 

Qualitative research is inherently interpretive, wherein interpretation reflects an individual's 

personal and theoretical comprehension of the phenomenon being studied (Zhang & 
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Wildemuth, 2009). Chapter 4 presents the outcomes of the content analysis and concludes with 

critical examination and discussion of the findings.  

Figure 2 Coding scheme 

 

 Source: own elaboration 
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3. Literature review 

In the following paragraphs, I will expose the findings of the systematic review that I 

conducted. 

3.1 Artificial Intelligence: an umbrella concept 

In order to understand data and their use in for marketing purposes in the tourism field it is 

important to define what artificial intelligence (AI) is. According to Egger (2022a), the rapid 

digital advance of our society with the development of powerful algorithms and the availability 

of vast amounts of data has created new concepts and analytical methods. The multitude of the 

latter and their respective names has caused confusion, making it difficult to distinguish one 

definition from the other. To reduce this confusion Egger (2022a) argues that AI can be 

considered as an umbrella term that includes more subject areas, including many more related 

to data such as data mining, big data, and smart data. 

Figure 3 Artificial intelligence and its various research niches 

 

Source: Egger (2022a) 

The first definitions of AI date back to 1950s (McCarthy, 2007), all referring to the idea that 

AI enables computers to perform tasks and activities requiring human-level intelligence. Kok 

et al. (2009), go more in detail, defining AI as a field of study focusing on “the development 

of computers able to engage in human-like thought processes such as learning, reasoning, and 

self-correction” (p. 271). Examples include rule-based reasoning, machine learning (ML), 

natural language processing (NLP), computer vision, speech analytics, and robotics. The use 

of AI is growing exponentially and discussions about its application, performance, and impact 

are quotidian (Mich, 2022). Jordan (2019) goes beyond the concept of artificial intelligence 

and sums up the most recent theories in the term “Intelligence Augmentation” (IA), viewing 
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AI as a technology able to augment human intelligence and adopting a semi-automatic 

approach when AI is not able to completely replace human intelligence. AI can play a strategic 

role in fostering innovative solutions for businesses working in many sectors, including 

tourism.  

Indeed, AI finds application in tourism because of its complex nature, where from one side the 

high number of stakeholders (service providers, intermediaries and customers requires a tuned 

system of communication and coordination (Boes et al,. 2015; Hofstaetter & Egger, 2009). On 

the other side, the goal to co-create memorable experiences for and with the customers, require 

a comprehensive understanding of the needs and wishes of the travelers to provide them with 

personalized recommendation in real-time (Xiang & Fesenmaier, 2017). With this regard, 

Gretzel et al. (2015) highlight that the combination of big data availability and the power of AI 

to enable new forms of value creation, sustainability, and well-being through technology has 

led to a new type of tourism known as “smart tourism”. The same authors define three levels 

where AI finds application in smart tourism, all heavily relying on data: a) intelligent 

technologies able to understand specific situations and react accordingly based on data 

continuously recorded by sensors that track and trace our behavior. This poses the basis of any 

smart destination (Worden et al., 2003); b) AI that enhance smart experiences by personalizing 

and adapting experiences to guests’ preferences. Again, this is possible thanks to the collection 

of context-sensitive and real-time data; c) the highly dynamic tourism ecosystem where data 

are collected, cleaned, processed, and shared between the stakeholders in order to be processed 

via AI (Egger, 2022a). Moreover, McKinsey (2018) insists that AI can be substantially relevant 

to economic sectors driven by sales and marketing, such as tourism. With this regard, Mich 

(2022) not only confirms this theory, but also highlight the lack of limit in terms of types of 

data sources and AI technologies that can usefully investigate and improve both the supply and 

demand side of tourism, including not only marketing strategies but also overtourism 

management and recovery from crisis periods. 

McStay (2020) highlights a specific sphere of AI whose application has started to be used in 

many sectors, including travel and tourism: emotional AI. Emotional AI refers to technologies 

that use AI techniques and affective computing to learn and interact with human emotional life 

in order to regulate and optimize the emotional experiences of spaces, namely travel 

infrastructures. The data used in emotional AI are words, images, facial expressions, gestures, 

voices, gaze direction, body temperature, heart rate, respiration, and electrical properties of 

skin. Despite the minimum efforts needed to process these data to see, read, feel, and learn 

about human emotional life, and the high human-tech interaction in the digital context, McStay 

(2020) argues that there is a lack of interest in understanding how human emotions factor into 

the latter.    
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3.2 Machine learning 

As shown in fig.1 Egger (2022a) argues that ML is an important research niche of AI. 

According to Althbiti and Ma (2020), ML provides the central infrastructure for AI, and more 

and more often it lays the basis for data science (DS) projects, linking statistics and computer 

science to create and develop algorithms. The aim to achieve is high predictive performance 

and generalizability (Jordan & Mitchell, 2015). According to Mich (2022), ML and AI are 

terms that are often used as synonymous, because not only ML is considered one of the most 

relevant technological developments to shape our times (Jamal et al., 2018), but also because 

many of the recent advances in AI are due to ML (Mich, 2022).  

There have been many attempts to define what ML is. According to Mich (2022), the first 

author who used the term ML is Arthur Samuel in 1959. He described it as “a field of study 

that gives computers the ability to learn without being explicitly programmed” (p. 86). The 

same Mich (2022) explains that the goal of ML is “to realize computational models that make 

computers learn “what to do” instead of having to tell them “how to do” it” (p. 86). Moreover, 

she insists on the different approach taken by ML compared to traditional stored programs. 

Stored programs register instructions on how to solve a problem in a memory and execute them 

on the input data to produce specific output data. Therefore, these programs work based on the 

translation of algorithms that use programming languages. On the contrary, ML is based on the 

concept of making computers learn from examples. Thus, computers do not need step-by-step 

explanations about how to solve a problem but learn autonomously which is the right output 

based on a given input. The definition of Akerkar (2019) is in line with the ones 

aforementioned, and additionally introduces the importance of data for ML defining it as 

“computational methods using the experience to improve the performance to make accurate 

predictions. [...] It is the study of algorithms that learn from examples and experiences instead 

of hardcoded rules” (p. 19).  Indeed, the term “experience” refers to existing databases and 

their properties (the training data) which are used to learn and create a model based on patterns 

identified in the data (Mohri et al., 2018). These allow to better describe the data, increase 

performance, or make the most accurate possible prediction (Jamal et al., 2018) and 

personalized recommendation, which are the basis of marketing (Mich, 2022). 

 

Figure 4 the ML process 

 

Source: Egger (2022b) 
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The fig. 2 shows the typical ML process with all its stages. Although the steps can vary 

depending on the chosen algorithm, usually it starts with data collection of the training data 

and ends with the interpretation of the data (Mich, 2022). 

Awad and Khanna (2015) highlight the importance, in the process of data collection, of 

selecting only specific subset of data or features and avoid using all the available data in order 

to solve the problem efficiently. These data can be either in structured or unstructured form 

and must be prepared before being inserted into an algorithm (Egger et al., 2022a). This means 

that they must be organized in a uniform format and incorrect or missing data must be removed. 

The features selected acquire strategic importance, because a model can only be as good as the 

data selected to be trained on (Sanchez, 2003). With this regard Duboue (2022) introduces the 

concept of Feature Engineering (FE), which is a human-centric process that involves both 

humans and computers working together to solve a problem using data. FE involves modifying 

the data based on human intuitions and experience to make problems easier to solve by 

computer. Differently from pure ML which focuses on solving problems using solely data, FE 

allows little human intervention to select and process features. The following step is to train 

the algorithm. For this purpose, three approaches are applicable: 

a. Unsupervised learning: This type of algorithm aims to identify common elements, 

creating patterns and recognizing useful structures and patterns starting from the input 

data without labeling them. (Mich, 2020, 2022). This means that unsupervised 

algorithms consider a set of predictors and analyze the relationship between them in 

order to either identify groups that show similar characteristics (clustering), or group 

features together according to the ones that best represent the data to make them more 

recognizable, reducing the quantity of data within a range that still remain reasonable 

(dimensionality reduction) (Egger, 2022b; Ozdemir, 2016; Provost & Fawcett, 2013; 

Bernstein & Kuleshov, 2014). In this case, the goal is not to make a prediction, but to 

learn something from the data (Arefieva et al., 2021). As shown in fig. 3 these methods 

find many applications in the tourism sector, especially clustering, used to typologize 

tourists’ behavior and group homogeneously photos, reviews and destinations (Egger, 

2022b), and used in targeted advertising. According to Provost and Fawcett (2013), one 

benefit of unsupervised learning algorithms is that there is no need to label the data, a 

fact that makes easier to find data material. On the other side, Egger (2022b) argues the 

predictive power of this kind of algorithm is lost, while Dy and Broadley explain that, 

due to the lack of a response variable, it is hard to evaluate the performance of the model 

without a subjective human judgement (Ozdemir, 2016). 

 

b. Supervised learning: differently from unsupervised ones, these algorithms need data to 

be split into training data (to train the algorithm) and testing data (used to measure the 

performance of the algorithm). Therefore the target variable of the training data has a 

label, or a detailed description that can be used to train the algorithm (Egger, 2022b). 

from the labeled training data a model function is developed by trying to generalize the 

relationship between the input and output data (Awad & Khanna, 2015). In this case, 
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Jamal et al. (2018), highlight the importance of choosing the right features. Indeed, 

having a high number of them can confuse the learning algorithm. Considering that the 

aim is to train the algorithm so well that it is able to predict correct as accurately as 

possible class labels for a new, unseen dataset (Awad & Khanna, 2015). Therefore, the 

quality of a model and its performance highly depend on the training data and their 

labeling (Egger, 2022b). Supervised learning algorithms find two different applications 

depending on whether the target variable is continuous or discrete (Egger, 2022b). In 

case of continuous variable, the ML application used is classification. Classification is 

one of the most used ML applications whose goal is to divide similar data into different 

classes. Depending on which of the many classification algorithms have been used, 

different rules can be applied (Cleve & Lämmel, 2020). Arabie et al. (1996), argue that 

classification could appear similar to the clustering methods discussed in the previous 

paragraph, but the difference is the process of labeling that determines the structure of 

the groups, while clustering aims to reveal hidden feature similarities that will be the 

foundation of the segmentation in groups. In case of discrete target variable, the 

common ML application is regression. Shalev-Shwartz and Ben-David (2014) define 

regression as a set of statistical tools that describes the average relationship between 

numerical attributes by modeling the relationship between explanatory variables and a 

target variable. Fig. 3 shows that supervised learning algorithms find many applications 

in the tourism sector, especially in forecasting tourism demand and advertising 

popularity forecasting. Overall, one of the benefits of supervised learning it that they 

allow to measure the quality accurately (Provost & Fawcett, 2013), while Egger (2022b) 

argues that unsupervised learning algorithms are especially suitable for prediction 

purposes. At the same time, the author acknowledges that one of the issues related to 

this kind of algorithms is the risk of unavailability of the required labels in the dataset 

which, thus, need to be created first. Saeed et al. (2019) argue that this problem can be 

partially solved with unsupervised approaches, but to ensure data quality it is also need 

human labeling, which can become complex, expensive, and time-consuming. 

 

c. Reinforcement learning: it is a form of automated, goal-oriented learning and decision 

making (Akerkar, 2019). Reinforcement learning do not focus on the learning algorithm 

itself, but on the characteristics of the learning problem. Thus, any kind of algorithm 

can be chosen to solve the problem as long as it is suitable for solving that specific 

problem (Skilton & Hovsepian, 2018). The system is given a task and, based on positive 

or negative feedback that aims to maximize a numerical reward value, it is supposed to 

learn and evolve (Ngyuen & Zeigermann, 2021). As argued by Egger (2022b), there 

are not many examples of application of reinforcement learning in tourism. One of these 

is provided by the study of Lu et al. (2021) who investigated the hesitation of airline 

passengers to choose a connecting airport when they have to choose among a large 

number of online sales options via many different channels. 
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Figure 5 Machine learning paradigms and application examples 

 

Source: Egger (2022b) 

The step that follows is model evaluation. As previously discussed, only supervised learning 

algorithms can be evaluated in terms of effectiveness and performance, an element that 

represents one of the major benefits of this typology (Egger, 2022b). According to Feurer and 

Hutter (2019) each ML system contains hyperparameters with settings that represent hints for 

optimizing the data processing. By changing these hyperparameters one can affect the 

algorithm’s performance. This process of hyperparameters tuning, is very sensitive and require 

a deep knowledge of the effect of such change. Therefore, in order to identify the best setting 

tuning able to create the most efficient model an iterative process of the steps already 

mentioned takes place. Finally, the validated model is applied to an actual task and the results 

are interpreted and put in the original specific subject context (Egger, 2022b). 

An important aspect that emerges from the analysis of the literature on ML is the essential role 

played by data. Mich (2022) highlights that despite the origin of ML dates back to 1950s, its 

huge potential has started to be understood only recently, when the amount of data has become 

impressive. With this regard, Kelm et al. (2020) highlight that ML is often mentioned in the 

discussion related to Big Data, and that the influence of ML in directly proportional to the 

amount of data available, while Mich (2022) supports the idea that it is the variety of sensors, 

input, sources, storage devices, the Internet, and networking systems which have contributed 

to the creation of large sets of data and the inability of traditional techniques for data processing 

to deal with them to boost the ML research. For this reason, in the next paragraph I will focus 

on the analysis of data and their sources. 
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3.3 Data, sources of data, and Data Science  

As shown in the previous paragraphs, data and big data play a key role in AI and ML and their 

many applications. Hamid et al. (2021) define big data as “the massive amounts of data with 

various and high velocities measured in higher units than gigabytes”.  Li et al. (2018), in their 

literature review of big data in tourism research, argue that there is lack of uniform definition. 

Nonetheless, one of the most popular definition is the 3V: Volume, Variety and Velocity 

originally coined by Laney (2001), and used by Li et al. (2018) and Mich (2022): 

• Volume: a variety of sources and tools, such as business transactions, Internet of Things 

(IoT) and smart devices, industrial equipment, mobile devices, radio-frequency 

identification (RFID) readers, social networks, wireless sensor networks, etc. allows 

the collection of a high volume of data. This high number of available datasets goes 

along with easier and cheaper storage options and platforms. 

• Variety: the data streams come in different formats. Few of them consist of structured 

data which can be managed with traditional databases. On the contrary, most of them 

come in form of unstructured data, such as texts, pictures, videos, sensor data, etc. This 

can be explained by the fact that usually a given input (for instance webpages), includes 

combinations of different formats, and by the lack of shared standards for many new 

data types. 

• Velocity: data are produced and used at high speed. Widely used applications, such as 

chatbots and personal assistants, as well as cyber-physical systems which embed 

hardware and software like in driverless cars or robotics, produce fast data streams that 

need to be processed almost in real-time. 

Mich (2022), also adds two more characteristics of big data, Veracity and Variability: 

• Veracity: data have to pass a quality check. This acquires vital importance because, as 

also mentioned in the previous paragraphs, problems in the input data affect also the 

output. At the same time, the author acknowledges that the high volume and variety of 

data make their quality difficult to check. 

• Variability: data flows can change often and vary greatly. The author explains that this 

is especially true in the tourism field where the change in tourist flows which depend 

on events, weather conditions or seasonality. These drastic changes need to be managed 

fast and adequately in order to efficiently deal with data peak in order to extract valuable 

knowledge. 

On the other side, Gantz and Reinsel (2011) and Marr (2015) to the original 3 Vs add Value: 

• Value: the data need to be interpreted, also considering their statistical or hypothetical 

nature. More precisely, Marr (2015) insist on the fact that the access to big data is useless, 

unless it cannot be translated into value.  

At the same time, Mich (2022), explains that according to this definition, Value is not an 

intrinsic characteristic of big data, but a challenge to be faced by the companies which want to 
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use the data to extract value to ease the decision-making process. Therefore, it should not be 

included in the Vs. 

Many authors (Theocharidis et al., 2020; Tapsell et al., 2018) underline the role of consumers 

and users in the process of providing information that constitute the big data. Tapsell et al. 

(2018), introduces the concept of user-data: 

A set of data that represents and is associated with the identity, activities and service-

offerings associated with a unique individual. Whether in an identifiable (non-anonymised) 

or non-identifiable (anonymised) form - collected/process/shared by an organisation (or its 

partners) to either provide/tailor a service to the respective individual. (p. 1380) 

They also add that user-data are potentially able to capture a range of personal traits, activities 

and additional information to identify a unique individual. Therefore user-data also contain 

Personal Identifiable Information (PII): name, address, phone number, and e-mail address, etc. 

Theocharidis et al. (2020) explain that users accept and use technology in many different 

contexts following the Theory Acceptance Model (TAM) coined by Davis et al. (1989) and 

based on perceived ease of use and perceived usefulness. The TAM explains the determinants 

of conscious behaviors towards the use of computers and, according to Theocharidis et al. 

(2020) it can be applied and extended to any new technology introduced by using domain-

specific theories. In the case of the authors’ study analyzing the factors affecting the intention 

to book a hotel room through social media the TAM combines tourism and social media. On 

the contrary, in order to explain the relationship between users, digital world and their data, 

Sotidiaris et al. (2020) introduce the concept of prosumption. This term defines the “production 

by consumers” (p. 10) that has been fastened by the technological breakthrough, and especially 

by social media, which have given to people the possibility to register and share opinions, i.e. 

data, about products they used. The authors explain that this is valid for smart tourists too, who 

are actively creating and sharing information, trying to influence and persuade other users. 

Indeed, Femenia-Serra et al. (2019) define the smart tourist as “the tourist who, by being open 

to sharing his or her data and making use of smart technologies, interacts dynamically with 

other stakeholders, co-creating in this way an enhanced and personalised smart experience” (p. 

14). 

Mich (2022) discusses that being tourism a complex and multidimensional sector, and due to 

the high number of people, processes and activities involved, tourism data are often big data. 

In order to better expose the results of my systematic review, I will categorize the selected 

researches following the classification presented by Li et al. (2018) (fig. 4). 



 

22 
 

Figure 6 Analytical framework of the literature review proposed by Li et al. 

 

Source: Li et al. (2018) 

 

3.3.1 User-generated content (UGC) 

Li et al. (2018) argue that the Internet has boosted the development of use of social media, 

which have become a spacious platform to share UGC data. With regards to tourism research, 

UGC include two types of data: 1) online textual data (such as product reviews posted on social 

media or blogs); 2) online photo data. This kind of data is considered in the studies of many 

researchers, with different purposes. Sotidiaris et al. (2020), in their paper investigating the 

influence of social networking sites and UGC on tourists to adopt a responsible and sustainable 

behavior, find out that this assumption is verified in the first two stages of the tourist 

experience: before consumption and during consumption. Secondly, they discuss the 

implications of this finding from a marketing management perspective, asserting the 

importance of an appropriate mix of social media to influence the behavior of visitors and 

guests, especially through the real-time interaction and the new types of technology-mediated 

social connections. Finally, they highlight that in social media content users are co-producers, 

co-marketers and co-consumers of tourism experiences. Theocharidis et al. (2020), in their 

study investigation the factors affecting customers’ intentions to book a hotel room through 

social medias, highlight that UGC like photos, likes, recommendations, and positive comments 

can positively influence users and introduce a permission-based acceptance construct. This 

model is based on the trust, of users, to accept to receive marketing offers and announcements 

from a company. The authors insist that this model is effective only if the companies 

understand what push users to give their permission. Li et al. (2018) argue, specifically for 

online photo data, that they contain many useful metadata, i.e., information embedded in 

photos. For the sphere of tourism, the researchers declare useful: 1) user-related information 



 

23 
 

(ID photo and user ID), temporal information (dates of when the photos were taken and 

uploaded), geographical information latitude and longitude) and textual information (title, 

description, and tag). Abdul-Ghani (2020) and Fowler (2019) argue that in addition to posts 

and personal photo from UGC social media can collect name, date of birth, address, location, 

email, IP address, devices used, lists of contacts, web browsing records, interests and opinions, 

and online purchases of their users, elements that will be discussed in the next paragraphs. 

 

3.3.2 Device data 

In this category are included GPS data, mobile roaming data, Bluetooth data, RFID data, Wifi 

data and meteorological data. Their collection has been boosted by the development of IoT and 

sensors able to track tourists’ movements and therefore providing a huge quantity of data in 

both structured and unstructured form to be used in travel and tourism decision making (Li et 

al., 2018; Shoval & Ahas, 2016).  Chorus (2012) and Ceder and Jiang (2020) highlight that 

smartphone apps allow to save and learn from passengers’ choices in order to predict 

passengers’ personalized mobility paths. Indeed, the authors argue that smartphones, through 

their apps, are able to acquire real time journey planning information, ready to be re-used by 

public transport users. Passengers do not simply obtain a path from a specific origin to a given 

destination, but a path that also takes into account their preferences at the desired time of travel. 

McStay (2020) introduces another data that can be collected by devices, especially IoT that 

includes data about users’ words, voices samples, images, facial expressions, gaze direction 

and biofeedback data (body temperature, heart rate, etc.). He explains that these data are the 

basis of a branch of AI, Emotional AI, that finds application in tourism to optimize the 

emotionality of travel infrastructure and restaurants, but also to provide emotional reactivity 

feedback to ease targeting of advertising to marketers. 

 

3.3.3 Transaction data 

Li et al. (2018) explain that transaction data record tourism-related operations like activities 

and events in the tourism market. For instance, in this typology, the researchers include web 

searching, online booking and purchasing, webpage visiting, etc. These data find applications 

that go from promoting tourism prediction, search engine optimization (SEO), tourism 

marketing, and tourism behavior understanding. In addition to the findings of Abdul-Ghani 

(2020) and Fowler (2019) discussed in the paragraph 3.3.1., O’Connor (2020) analyses the 

potentiality of loyalty or reward programs promoted by many hotel chains to gather 

transactional data about customer spending and behavior during their stay. This process is made 

possible by customer relationship management technologies which, combined with 

demographic data voluntarily given by customers, allow a better understanding of guests’ 

preferences and behavior that can be used not only to improve the customer service but also 

marketing efforts. Drosatos et al. (2015) apply the use of transactional data as basis for the 

correct functioning of recommendation systems in tourism. They insist on the role of users to 
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enter their personal information, such as interests, previous visits, and ratings into a system. 

Then, they propose an approach for automatically creating a point-of-interest-user profile to be 

used as input data for a contextual suggestion model. On the contrary, other authors focus on 

the transactional data obtained from the reservation step. For instance, Gilbert (2008), discuss 

that, the increasing number of hotel reservations and travel planning online allow, through 

monitoring technologies such as cookies, web bugs and beacons, to obtain detailed information 

about people’s browsing habits. These can be used to collect various information regarding 

spending patterns or users’ interests that can be used to target marketing efforts more precisely. 

Millet (2022) discusses the role of the passenger name record (PNR) as a source of transactional 

data for airlines. Indeed, PNR contains: 1) identification information like name, email, phone 

number, postal address, passport number, frequent flyer number and the tier level for 

marketing; 2) customer behavior information that gives the history of changes, cancelations 

and disruptions of past bookings; 3) data about the specificity of the journey such as point of 

sale, flight numbers, fares and taxes. The author explains that starting from this information it 

is possible to push very simple marketing messages and offers adjusted to passengers’ needs. 

 

3.3.4 Aggregated data 

In addition to the classification proposed by Li et al. (2018), there are various authors that 

consider the use of the aforementioned data in a combined and aggregated form. For instance, 

Drosatos et al. (2015) created Phytia, a model able to offer personalized contextual suggestion 

for tourism that is based on both data about the user’s location (device data) and web searches 

(transaction data). Han et al. (2016), discuss about a Cyber-Physical social network, that 

indicates the combination of data coming from social network (UGC) and data collected from 

sensors present in mobile phones, tablets and IoT (device data). According to the authors, this 

system has a potential to achieve influence maximization, that is “targeting at maximizing the 

propagation of one product or viewpoint through social networks by word-of-mouth effect with 

limited initial resources” (p. 284), which has a significant role in targeted advertisements. 

Abdul-Ghani (2020) and discusses the concept of a “data ecosystem” that include consumers, 

big digital businesses (like Google and Facebook), marketers and advertising agencies, app 

developers, and “third party” data brokers, which are companies that collect and sell 

information about users that can be used by ad networks, other data buyers or audience buying 

platforms (Chester, 2012). 

 

3.3.5 Targeted Marketing data 

Shaw et al. (2021), in their study about the application of transportation data sources discuss 

another type of data: targeted marketing (TM) data. TM data are defined as “large databases 

that house hundreds to thousands of individual- and household-level variables that data 

providers (often these are credit reporting firms) either directly collect, purchase, or develop” 

(p. 151). TM data are collected with the purpose of being re-sold to companies that use specific 
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variables to target their specific audience in marketing campaigns. They constitute holistic 

datasets with variables that include socioeconomic, demographic, attitudinal and behavioral 

information. Moreover, the researchers explain that TM databases differ from big data because 

they come from both active and passive data sources, while big data are usually derived only 

from passive sources. Among the active data sources, Shaw et al. (2021) list surveys conducted 

by consumer research firms and individuals’ answers to online quizzes, games, and 

questionnaires. At the same time, Erevelles et al. (2016) highlight that among the benefits of 

TM data, there are volume, variety, and velocity, that are shared with big data, and the fact that 

they are low-cost. As per the related challenges, many authors (LaValle et al., 2010; Lovelace 

et al., 2016) highlight that the veracity of TM data must be assessed before their use, usually 

by comparing them against benchmarks from other sources, like the Census or other surveys. 

The same is valid for their value. With this regard, Shaw et al. (2021) suggest integrating TM 

data into applications and observing the model predictions or performance with new data 

sources. The same authors underline also a second set of challenges: the development of the 

variables. Indeed, TM providers often use personal algorithms to develop and model many 

variables. This makes it difficult to evaluate the quality of TM variables and to interpret them. 

In addition, they add that modeled TM variables may be tweaked over time, therefore not 

allowing a consistent definition of the variables. In addition, the authors explain that TM data 

have enormous potential in the tourism field, especially to supplement travel demand modeling 

and forecasting efforts. This is possible thanks to their ability to identify and market to 

individuals who are more likely to be more receptive to a particular product, due to their 

variable richness. 

 

3.3.6. Data Science 

Mich (2022) and Murtagh and Devlin (2018), discuss that the development of AI and ML, and 

the application of big data in this field has contributed to a new research and application area: 

Data Science (DS). DS is a field whose purpose is to interpret available data and uncover 

hidden relationships and patterns. Egger (2022a) explains that being DS a significant aspect of 

AI, it can be defined as “a comprehensive set of methods, algorithms, systems that are applied 

to various sectors of an interdisciplinary field” (p. xxxiv). It combines computer science, 

mathematics, statistics, and domain-specific knowledge, machine learning, data visualization, 

communication, and presentation skills to get insights from sets of structured, semi-structured, 

and unstructured data (George et al. 2016; Mich, 2022; Chauhan & Sood, 2021). DS helps to 

explain and understand present processes and phenomena to predict the future ones (Egger, 

2022a). DS is used in vast areas of modern society, where it has brought significant changes 

towards a more data-based decision-making (Steinberg & Aronovich, 2020; Power 2016; 

Provost & Fawcett, 2013).  

https://www.sciencedirect.com/science/article/pii/S0965856421001191#b0120
https://www.sciencedirect.com/science/article/pii/S0965856421001191#b0125
https://www.sciencedirect.com/science/article/pii/S0965856421001191#b0125
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Figure 7 DS - an interdisciplinary field 

 

Source: Egger (2022a) 

Egger and Yu (2022), highlight that due to the intrinsic high interdisciplinarity of tourism, that 

welcomes the research methods of each of the disciplines involved, DS has already started to 

be used to further understand and solve tourism issues. Egger (2022a) lists few examples of 

DS application in tourism that includes: route optimization, forecasting and predictive analysis, 

opinion mining and sentiment analysis, monitoring systems, image analysis, social network 

analysis and personalization and recommendation, especially useful in targeted marketing. 

Nevertheless, the same author acknowledges that the fullest potential of DS has not yet been 

understood by tourism scholars due to the vastness and unstructured nature of the data collected 

which contributes to creating confusion and uncertainty. 

 

3.4 Tracking and profiling techniques for marketing purposes 

In the previous paragraphs, the concept of smart tourism has been introduced. Hamid et al. 

(2021), in their paper “How smart is e-tourism? A systematic review of smart tourism 

recommendation system applying data management” highlight that the most recent trends in 

smart tourism focus on the categories of tourism recommendation systems and tourism 

marketing. Rongrong (2017), define tourism marketing as the discipline aiming to attract 

visitors to a specific location that includes conference centers, hotels, cities, states, and 

consumer attraction. Smart marketing strategies help to grow a destination’s share of the 

tourism market. Chester (2012) explains that in 1990s, when commercial Internet started to 

emerge, there was a great international enthusiasm for its democratic potential, but the ultimate 

impact of interactive advertising that it enabled was yet to be understood. In order to better 

structure this part, I will divide this paragraph according to some of the topics discussed by 
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Chester (2012) in his study “Cookie Wars: How New Data Profiling and Targeting Techniques 

Threaten Citizens and Consumers in the “Big Data” Era”. 

 

3.4.1 Behavioral targeting 

Nowadays, digital marketers have at their disposal a powerful data-collecting, profiling, and 

targeting apparatus, based on techniques incorporating the latest development in fields like 

semantics, AI, social network analysis, neuroscience, and data mining (Chester, 2012). 

Moreover, Moore et al. (2015) and Sinclair (2016) argue that the most recent development of 

these technologies made the process of individual targeting and personalization almost 

instantaneous. It is possible to request an online ad as soon as an individual starts loading a 

webpage, and the ad can target that specific individual even before the page has completely 

loaded. This is possible through a complex algorithm-driven automatic analytic system, based 

on different mechanisms. Sometimes there is a cookie present on a user’s computer that allows 

to identify the user’s need according to recently visited pages, in other times the ad is 

determined by analytical profiling techniques based on data collected from massive databases 

that aggregate the history of click-streams of individuals and complex algorithms enabling a 

real time bidding for an ad space (Varnali, 2019; Försch & de Haan 2018; Qin, et al. 2017; 

Sinclair 2016). This process of displaying digital ads to consumers based on the history of their 

online behavior is called online behavioral advertising, or behavioral targeting (BT) (Aalberts 

et al., 2016; Boerman et al., 2017; Chen & Stallaert, 2014; Ham, 2017). Scholars do not have 

a common definition for BT. Ham (2017, p.632) defines it as “a type of digital advertising 

targeting method that tracks and compiles individual Internet users’ online behavioral data, 

such as what websites they visit, how long they stay there, and what they do (e.g., shopping; 

searching; surfing)”. For Smit et al. (2014, p.15) it is a process " adjusting advertisements to 

previous online surfing behavior”, while for McDonald and Cranor (2010, p. 2) is “the practice 

of collecting data about an individual’s online activities for use in selecting which 

advertisement to display”. Boerman et al. (2017, p. 364) extracted two common points from 

the different existing definitions that are “(1) the monitoring or tracking of consumers’ online 

behavior and (2) use of the collected data to individually target ads”. According to Aguirre et 

al. (2015), Chen and Stallaert (2014), and Alreck and Settle (2007), the use of BT is increasing 

due to its effectiveness and relatively low cost.  

The system of BT count on three different actors: consumers, advertisers and publishers. A 

publisher offers an ad slot for sale. The slot can be filled with a) a traditional advertisement 

system, where the same ad is displayed to all customers; or b) BT, where targeting algorithms, 

using previous online behavioral data (searches, content views, clicks, purchases and other 

interactions) and user profile data (demographic information, segment or cluster information, 

e.g., if the user is an auto enthusiast), compute a fit score between a consumer and an ad. The 

publisher’s slot is usually sold by weighted unit-price auctions, where advertisers place cost-

per-clicks bids and the winner is chosen depending on both the fit score and cost-per-click bids 

(Chen & Stallaert, 2014; Palos-Sanchez et al., 2019; Qin et al., 2017). The Federal Trade 
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Commission (FTC, 2014) also add as a player in BT data brokers, which are companies that 

collect consumers’ personal information to resell or share them with others. This means that 

data brokers own huge datasets with information about individual consumers and are able to 

process them to create detailed consumer profiles. Most of the platforms offering targeting ads 

integrate one or more data brokerage companies (Ash, 2016). Nonetheless, Varnali (2019) 

argues that consumers are usually unaware of their data being collected and processed by data 

broken companies, opening an issue about lack of transparency that will be discussed more in 

detail in the next paragraphs. 

Furthermore, Chester (2012) explains that not only web pages and sites we access compile 

users’ data, but they are designed to ensure that visitor leave their digital fingerprints behind. 

Indeed, there are technologies that help to optimize the way users interact with web pages and 

help manage the users’ online journey, in order to push the users to do whatever digital 

marketers want them to do. The design of a site includes an optimized placement for banners, 

buttons, videos, and various navigation tools that structure the user’s journey. On top of that, 

the author adds that a range of neuromarketing-based applications, aiming to convince users to 

accept online marketing-based content, has added new forms of subliminal persuasion to data 

collection. Another set of tools is based on eye-tracking i.e., the evaluation of how the visitors’ 

eyes move across a web page, in order to ensure they interact with the site. The goal is to 

“maximize conversions” i.e., lead a consumer to purchase (Hernández-Méndez & Muñoz-

Leiva, 2015). 

As highlighted by Chester (2012), one example of BT activities is provided by the company 

Experian. The author discusses that, despite its principal interest in credit reports, Experian has 

started to operate in online commerce. Experian Interactive collects information on consumers 

interested in loans or buying products through subsidiaries. These data are later reused to 

predict the location of consumers and will be inserted in an algorithm able to generate a score 

that considers information about a user’s lifestyle and credit with the company.  

 

3.4.2 Cookies  

O’Connor (2004, p.9) defines cookies as “small files deposited by a web server onto a client’s 

computer that facilitates the tracking of their activities”, while Sipior et al. (2011) defines them 

as small text files that the web server inserts onto a visitor’s hard drive. Furthermore, the 

authors explain that the original goal of cookies was to enhance user’s interaction in the Web 

by enabling him/her to resume interaction in a site exactly where it was left off in the previous 

visit. Randall (1997) introduces the term “Magic Cookies” to indicate the new feature 

developed by the browser developer Netscape, that allows cookies to track and store users’ 

online activities. The mechanism is based on the exchange of small strings of text that contain 

information about the user’s interaction in a particular web site, from the site to the user’s hard 

drive and back when the same user return to visit the site (Sipior et al. 2011). Therefore, a 
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cookie allows multiple page views to be linked together and, if combined with log-in or 

transactional data, to identify users (Charters, 2002). 

Mayer-Schönberger (1998) and O’Connor (2020) discuss about third-party cookies, which are 

used by companies other than the one of the visited web site. Third-party cookies are considered 

to be even more powerful than simple ones, as once placed in one web site, they can be 

recognized by other websites on the same tracking network. As a consequence, users can be 

tracked and targeted not only on a single web site, but across many different sections on the 

Internet (Bruce et al., 2017).  

The recent improvements in terms of precision and quality of data collected have led to a 

growth of BT and behavioral retargeting, which is the process of pursuing with ads consumers 

who have left a website without purchasing on web sites that they visit subsequently. (Gilbert, 

2008; Kumar & Gupta, 2016). This approach has been proved to be highly effective: consumers 

receive a content that match their interests, while sellers can use a one-to-one approach that 

targets each consumer with customized marketing messages at minimal cost (Aguirre et al., 

2015, O’Connor, 2007).  

In the tourism sector, a study by O’Connor (2020) shows that the most of online travel agencies 

use these techniques based on collection of users’ data to tailor their sales messages. 

 

3.4.3 Beacons 

Beacons, also called Web beacons, Web bugs, pixel tags, or clear gifs are single-pixel graphic 

interchange format (GIF) image tags in hypertext markup language (HTML) documents place 

in e-mails or Web sites with the purpose to monitor users’ behavior (Martin et al., 2003). 

Beacons send information to a remote computer when the Web page is visualized. One major 

difference from cookies is that while for the latter users have the option to accept of decline 

them, beacons are placed in the HTML as small, often imperceptible graphic files, that 

generally have the same color as the background, therefore resulting transparent to the users’ 

eyes. Their presence can be detected only if the user can find an IMG tag in the HTML, 

represented as <img> (Sipior et al., 2011). Angwin (2010) explains that beacons can track 

different aspects of a user interaction on a Web page, such as typed entries or mouse 

movements. And Sipior et al. (2011) add that they may be used to retrieve files saved in a hard 

drive, transmit images from the computer’s camera, record conversation through the 

microphone, report site traffic, count unique visitors, personalize online user’s experience and 

even audit and report on advertising. They can also collect click-stream data or take this 

information form a previously set cookie, tracking whether a precise Web page has been 

visualized or even whether an e-mail has been opened or forwarded. On top of simple cookies, 

they can use third-party cookies to track users over multiple different Web pages (Schoen, 

2009). Martin et al. (2003) add that beacons can collect and transmit to third-party companies 

users’ demographic data, banner ads seen before making a purchase, search terms, the browser 



 

30 
 

type and configuration, and PII. Additionally, online purchases can be linked to a specific ad 

that the user has seen before the purchase. (Sipior et al., 2011). 

 

3.4.4. Mobile devices 

Many of the techniques previously discussed for the Internet are also used in the mobile market. 

As discussed in the previous paragraphs mobile devices are able to collect device and 

transactional data, transforming them into portable behavioral tracking tools. By combining 

tracking tools with location information digital marketers can help to move a consumer to a 

particular store or shop, collect information about what has been bought by encouraging buyers 

to use QR or barcodes to check the price of a product and even use specific digital applications 

to encourage them to repeat this process (Chester, 2012).  The Mobile Marketing Association 

(2011), has described an array of techniques aiming to foster a user to engage in data-driven 

advertising and other services such as: 1) Click-to-call: where a click on an ad starts a call to 

the content provider or advertiser; 2) Click-to-SMS: where a click initiates an SMS to send a 

keyword linking to a shortcode to get more information about a product or service; 3) Click-

to-locate: click leads to a map enabled by location-based services where a user can find the 

closest service provider; 4) Click-to-buy: click leads to a Web page where the user can buy 

using a sort of mobile payment (i.e. credit card or operator bill); 5) Click-to-storyboard: click 

leads to another add that can provide additional actions. 

 

3.4.5. Social Media 

Hays et al. (2013) argue that social media has become a powerful and popular marketing 

channel thanks to its ability to include five properties: “1) information provision, 2) 

collaboration, 3) communication, 4) interactivity and finally its potential to conduct 

transactions” (p. 213). John (2020), adds that social media is widely used not only in 

advertisements but also in public relations, branding and customer management. The same 

author argue that an efficient use of this tool can bring many benefits such as automation, 

personalization, enhanced interaction and improved customer loyalty.  

Batrinca and Treleaven (2015) argue that one of the popular uses of social media in marketing 

is for sentiment analysis. Sentiment analysis aims to determine a text writer or speaker’s 

attitude about the topic or the overall contextual polarity of a document (Mejova, 2009). 

Sentiment analysis can be done by applying different approaches that range from sentiment 

polarity, degree of positivity, subjectivity detection, syntax, term presence, etc. (Pang & Lee, 

2008). As Batrinca and Treleaven (2015), sentiment analysis has become a relevant field of 

research and business activity thanks to the emergence of web-based application programming 

interfaces (APIs) provided by many social media including Facebook and Twitter. Egger et al. 

(2022a) explain that, to obtain data from APIs, a request with description of the service the data 

are needed for must be submitted, and companies providing the APIs will decide whether to 
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approve or not the access to data. At the same Batrinca and Treleaven (2015) argue that 

although social media data is accessible though APIs, most of the sources (including Facebook 

and Google) due to the commercial value of the data, are making it more and more difficult to 

access to raw data.  

Another important tool are Social network media platforms, which provide data mining and 

analytics on Twitter, Facebook and a range of other sources. These platforms target companies 

interested in monitoring sentiment about their brands or products. Few examples are Attensity 

and Salesforce Marketing Cloud and they measure demographics, influential topics and 

sentiments through text analytics on online consumer conversations. (Batrinca & Treleaven, 

2015). All this considered, in the tourism sector the study by Theocharidis et al. (2020) discuss 

that hotel brands should tailor the information posted in their social media pages according to 

travelers’ personal preferences or past behaviors. Additionally, Liang et al. (2009) explain that 

social media with fined targeting features allow hotels to identify ideal customers and to 

provide them with personalized advertising content and services. In return, users will perceive 

these customized offers as more useful and will be more likely to make a purchase. 

This mechanism is also at the foundation of what Theocharidis et al. (2020) describe as 

Permission-based marketing model which refers to a strategy where consumers opt to receive 

marketing offers or ads from a brand after their explicit consent (Im & Ha, 2013). Although 

initially it was conceived for e-mails, this kind of marketing has evolved, and it is used in a 

range of social media platforms (Karimi et al., 2017). Permission-based marketing ensures that, 

since they voluntarily gave permission to receive marketing offers, customers not only pay 

more attention to the marketing content but also are inspired to be engaged in a long-term 

campaign (Theocharidis et al., 2020; Millet, 2022). 

 

3.5 Security, privacy, and ethical issues 

The literature previously analyzed has highlighted the relevance of data in many fields, 

including tourism and tourism marketing.  Nevertheless, one must not forget that whenever 

data is used to make predictions or support decision-making processes, the decisions taken can 

significantly affect people in many ways (Barocas & Selbst, 2016). Although the fast 

development of the application of data analysis, the topic of ethical issues related to data usage 

has started to receive attention only in the recent times (Saltz & Dewar, 2019; Egger et al., 

2022b). Ethics is defined as the moral evaluation of choices or the science of morals 

(LaFollette, 2007; Ulrich, 2008). As Saltz and Dewar (2019, p. 198) explain that its most 

foundational interpretation “refers to the perception of something being good or right”. In the 

background of data science ethical principles tell what is the proper, right and socially 

appropriate approach to conducting research with the data (Egger et al., 2022b). Mingers and 

Walsham (2010) divide ethics into three categories: a) meta-ethics, describing ethical theories; 

b) normative ethics, describing the process of reaching moral conclusions; and c) applied 

ethics, focusing on their practical application in specific context. The case of applied ethics in 
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data science focuses on algorithm decisions, aiming to provide guidance on how to interpret 

data and, consequently, what actions to implement (Mittelstadt et al., 2016). Algorithms and 

their parameters are designed by developers with specific results and outcomes in mind. This 

means that they will necessarily prioritize specific values over others (Krarmer et al., 2011; 

Nakamura, 2013). At the same time, Mittelstadt et al. (2016), explain that operating with 

accepted parameters does not ensure that an ethically acceptable behavior has been adopted. 

Additionally, Barocas and Selbst (2016) and Egger et al. (2022b) argue that good algorithms 

depend on good quality data, and they have the same limitations as all data-processing methods. 

For instance, the authors showed how algorithms can be biased when it comes to minorities, 

because the data collected and used in the algorithm reflect the prejudices and biases that exist 

at societal level, making it difficult to identify the problem’s original source.  

In order to show the results of the review of the existing literature for the ethical issues in data 

science, I used the framework provided by Egger et al. (2022b), considering two major aspects: 

data validity and privacy. 

 

3.5.1 Data validity 

Lever et al. (2016) argue that errors in data analysis may have consequences concerning both 

a lack of validity and ethically problematic results with serious aftermaths. This happens 

because data are the foundation of different options for options and decisions to be taken. 

Therefore, any error during data collection, input, or processing steps can lead to results in the 

wrong direction. According to Egger et al. (2022b), problem in data validity can occur in three 

cases:  

1. Lack of validity of the data itself:  when data are used for calculations, like in 

algorithmic models, it is essential that the data quality is sufficient (Gao et al,. 2016) 

Nonetheless, the same authors explain that quality checks on the origin of these data is 

not always possible. With this regard, a study by John (2020) in digital marketing 

strategies for educational tourism show that source credibility, along with argument 

quality, are essential to the online user’s acceptance and further adoption of online 

information. Source credibility is the extent to which an information source is perceived 

trustworthy, believable and considered an effective peripheral cue in the information 

adoption process (Petty et al., 2017). According to Stephenson et al. (2001) source 

credibility strengthens the message elaboration, thus influencing audience engagement. 

Indeed, source credibility have a positive effect on the attractiveness, charisma 

likeability and credibility of the message. Therefore, when an audience finds the quality 

of the message transmitted insufficient to form an attitude about a product or a service, 

they may rely on external aspect of the message such as the trustworthiness, reliability, 

integrity, and character of the source of the communication (John, 2020). Source 

credibility is also directly influencing both cognitive and behavioral engagement in 

social media marketing. Indeed, users are more likely to engage with online contents 
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whose source can be identified and verified, as shown by John (2020), who 

demonstrated that students looking for educational trips are very engaged in interacting 

with educational providers by commenting, expressing opinions and sharing contents 

with other communities. Another issue is related to the choice of representative samples 

when researchers can work only with data that is available to them (Seely-Gant & 

Frehill, 2015). Dindar and Yaman (2018), explain that in many studies Twitter posts 

are used as sample data to analyze public opinion due to their relative easiness to be 

obtained compared to Facebook or Instagram data. At the same time, the authors point 

out that Twitter users are typically younger, more technically savvy and usually have 

an higher income. Thus, this opens to a debate whether these data are actually 

representative of the entire population and question the validity of the results of the 

analysis of such data (Seely-Gant & Frehill, 2015; Egger et al., 2022); 

 

2. Lack of data processing: this happens due to unfavorable decisions (Kwon et al., 2014), 

especially because many different approaches to deal with missing values exist (Ngiam 

& Khor, 2019). In addition, Pratama et al. (2016) and Egger et al. (2022) highlight that 

there are specific procedures that react very sensitively to the presence of missing 

values while other algorithms can handle them very well. 

 

3. Lack of validity of created models: this aspect acquires particular importance in the 

moment of selection of features for machine learning (Cai et al., 2018). In order to train 

a model, it is essential to consider which features are available and which ones should 

be ultimately selected to train a model (Egger et al, 2022b). Additionally, the quality of 

training data plays a key role. If  a model is trained using data from the past but the 

actual data used in the already trained model are different from the original training 

data, the result could be compromised (Raschka, 2018). Lever et al. (2016) highlight 

argue that the selection of the appropriate for a certain purpose must also reflect an 

ethical perspective. The authors insist that a researcher should consider whether a model 

has been evaluated, or whether there is a possibility of over- or underfitting the data, 

and even whether the hyperparameters (see 3.2) have been tuned. Nonetheless, 

choosing a model that fits the best the goal of the research but has not been accurately 

validated is unethical (Raschka, 2018). Additionally, a researcher must take into 

account other elements which can lead to serious consequences such as mistakes – from 

carelessness or ignorance, or subjective decisions (Kitchin, 2014). Thus, it is essential 

to manage data and models in a responsible and aware way. 

 

 

3.5.2 Privacy 

Privacy rights are a framework for the huge amount of unstructured data available and the 

protection of personal data and sensitive information (Schermer, 2013). Human beings have a 

need for privacy. They need that certain conversations, information, and thoughts are kept 
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private. Despite this privacy need being universal to all cultures, what needs to remain private 

(e.g., medical details, financial information, sexual matters) can change from one culture to the 

other (Abdul-Ghani, 2020; Acquisti et al., 2015).  

The literature available discuss many different points related to privacy and privacy rights. 

Smith et al. (2011) discuss three different point of views related to privacy: 1) privacy is a right, 

comparable to the right to be left alone; 2) privacy is a state, such as the state of limited access 

to people and their personal information; and 3) privacy is a form of control, like the possibility 

to control which individual information is shared with others. In addition to 1) privacy as a 

right, McStay (2020) and Floridi (2014) insist on the point that privacy is not only an individual 

right, but a group right, to be consider as collected good held by a group as a group and not by 

its members. Furthermore, the authors discuss also other privacy-related values such as respect 

for individuality, selfhood, autonomy, control, and dignity stating that privacy does include 

them but is not synonymous with them. However, with particular reference to Big data, McStay 

(2020) highlights that profiling is rarely based on targeting single individuals. Mateosian 

(2013) and Saltz and Dewar (2019) explain that privacy issues are related to how much control 

users have of their personal data, the ownership of data rights and the circumstances under 

which data can be accessed. Additionally, Birrer (2005) states that privacy issues also consider 

the process of data collection, the use of the collected data, the conclusions taken at the end of 

the data analysis, as well as the consequences of the conclusions. 

Abdul-Ghani (2020) explains that the internet age has brought many issues related to the 

maintenance of consumer privacy. Through social media, users reveal information about their 

private life including photos, partners, children, and friends (UGC). While using online search 

engine consumers reveal their online web search behavior, their interests and wishes 

(transaction data, device data). Nonetheless, according to the author, the most ubiquitous issues 

are related to social and institutional privacy. “Social privacy refers to the revealing or 

sequestering of personal information from social display” (Abdul-Ghani, 2020, p. 41). 

According to Alkire et al. (2019) and Bartsch and Dienlin (2016), consumers are aware of 

issues related to social privacy and adopt measures to protect it by, for instance, adjusting the 

privacy settings on social media apps. On the other hand, “Institutional privacy, [...], is the 

issue of what private data on individual consumers is being collected online, stored and shared 

by commercial organisations such as Google and Facebook” (Abdul-Ghani, 2020, p. 41). In 

this case the author highlights a further need to establish the level of awareness among 

consumers of issues related to institutional privacy (Abdul-Ghani, 2020). With this regard, 

Martin and Murphy (2017) introduce the concept of “privacy paradox”, which refers to the 

tendency of consumers to have high concerns about online privacy while keeping sharing 

personal information online. This can be potentially explained by a low awareness of the users 

of how many information they are disclosing online (Martin & Murphy, 2017). 
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3.5.2.1 Surveillance capitalism 

With reference to online institution privacy literacy, Abdul-Ghani (2020) introduces the 

concept of Surveillance capitalism. Surveillance capitalism refers to the business model of 

many digital businesses, including Google and Facebook, based on providing free-of-charge 

valuable services to consumers that includes online information source and access to social 

media platforms in exchange for personal information. Their revenue does not come from 

consumers but from advertisers, who pay the digital businesses to use consumers’ personal 

information to drive effective advertising on their behalf. Thus, personal data on consumers is 

a valuable asset for digital businesses. Abdul-Ghani (2020) explains also that there are other 

actors in the ecosystem built around the process of sharing of personal consumer data, such as 

the app developers and third-party data brokers. (fig. 7). Digital marketers and marketing 

academics describe this gathering of personal data as a commercial exchange between a 

consumer and a firm where personal data are exchanged for services or improved services. 

(Abdul-Ghani, 2020). Martin and Murphy (2017) explain that supporters of consumer data 

harvesting argue that this process is legitim and can be theoretically referenced to social 

contract theory and social exchange theory. Nonetheless, if consumers are not aware of a) what 

information has been collected about them, b) what that information is used for and c) with 

whom the information has been shared with, the foundation of the social contract or social 

exchange does not exist. Therefore, if consumers’ institutional privacy literacy is low, the data 

harvesting process risks becoming an unbalanced exchange based on information asymmetry 

conditions (Abdul-Ghani, 2020). Chester (2012) claims that nowadays the debate about online 

privacy has mainly focused on how data are collected without users’ informed consent and less 

about the ultimate use of the collected information. 

 

Figure 8 Commercial ecosystem developed around consumer data sharing 

 

Source: Abdul-Ghani (2020) 

 



 

36 
 

Other supporters of data harvesting practices argue that this practice is relatively harmless, and 

it is only about offering to consumers more relevant advertisements (Chester, 2012). Others 

claim that this process is benefitting consumers, who can take more informed decisions than in 

the past (Chester, 2012). Chester (2012), discusses also about PII, explaining that many digital 

companies claim, that BT advertising based on data harvesting claim is innocuous, anonymous, 

and based on non-PII data collected from users. At the same time, the researcher also 

acknowledges that many of online advertisement businesses speak of their uses of unique 

personal data in their targeting equations. 

 

3.5.2.2 Privacy enhancement  

As previously discussed, there are several methods that allow consumers to protect their social 

privacy (Abdul-Ghani, 2020). Nonetheless, different tools to protect their information form 

institutional intrusion exist such as encryption, virtual private networks, incognito mode on 

search engines, and adjusting privacy settings on the browser of mobile phones (Abdul-Ghani, 

2020). From the side of the users, Tapsell et al. (2018) argue that it would be possible to develop 

mechanisms that give consumers the control, traceability, management and auditing of their 

data, i.e., empowering them to control and observe how organization use their data. Tapsell et 

al. (2018) propose a model able to “enable a open, fair and transparent consumer data practices 

– building trust in the digital technologies and empowering the general public (users)” (p. 

1381). The researchers also highlight the technological, commercial, and regulatory feasibility 

of the framework they propose, the “Consumer Oriented Data Control & Auditability” 

(CODCA), and its ability to balance between the user’s privacy and the companies’ goal to 

offer a valuable targeted and efficient service to their customers (Tapsell et al., 2018). Another 

example of user-centric concept is Pythia, which is an “architecture in which all user data are 

stored at the user-side. The contextual suggestion algorithms are also executed at the user-side. 

This choice offers the user a high level of control over the system” (Drosatos et al., 2015, p. 

823). Therefore, Phytia ensures that any personal data is disclosed to any party, assuring strong 

privacy guarantees for users (Drosatos et al., 2015).  

As per the organizational side, Palmatier and Martin (2019), suggest many ways in which 

businesses can behave ethically regarding the collection, storage, use and sharing of PII. For 

instance, they can adopt in-house consumer data privacy policy, minimize to the strict 

necessary the amount of data collected, regularly audit privacy practices, implement systems 

to protect stored data from eventual data breaches and even empower users through practices 

of data transparency and control. As Abdul-Ghani (2020) highlights, one mechanism designed 

to help users in this regard is the stated privacy policy on websites and apps. In order to get full 

access to the functionalities of a website or an app, consumers are asked to read and agree to 

the provider’s privacy policy. Nevertheless, empirical research shows that consumers rarely 

read these policies before agreeing, and in case they do so, they find their language very 

difficult to understand (Acquisti et al. 2015; O’Connor, 2020). 
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At the same time, it must be acknowledged that there are privacy regulations that and 

organization has to abide by. The way these regulations are enforced depends on the single 

national governments or delegated data compliance or auditing authorities. These may range 

from audits to verify that companies are following regulations to simply committing to it 

(Tapsell et al., 2018; Shah, 2015). Nonetheless, the users do not have any tool to check 

autonomously or on-demand whether a specific organization is respecting the data privacy 

regulation. The only possible way is through local authorities (Tapsell et al., 2018). Examples 

of privacy regulations include General Data Protection Regulation (GDPR) enforced by the 

European Union (European Parliament, 2016). 

 

3.6. The General Data Protection Regulation (GDPR) 

The European Union General Data Protection Regulation (GDPR), is a regulation enforced 

from May 2018 that, through 99 articles, establishes rules aiming to make more transparent the 

processes related to personal data use, ensure higher level of security, and allow customers to 

control the data they agree or disagree to share (European Parliament, 2016; Millet, 2022; 

Abdul-Ghani, 2020).  

GDPR is applicable to two stakeholders: data processors, i.e., the legal person or other body 

which processes the users’ personal data (for instance Google or Facebook), and controllers, 

i.e., the person or body which defines the purposes of the data processing (Basarudin & Raji, 

2022). GDPR includes in the definition of personal data any information related to a person’s 

private life stricto sensu, referring not only to an individual’s activity and routine, like financial 

data, social behavior, movements, preferences, and characteristics. Additionally, also different 

pieces of information which collected together can lead to the identification of a particular 

person (PII), are considered personal data (European Parliament, 2016; Basarudin & Raji, 

2022). This aspect is also discussed in Article 30, dealing also with other identifiers, including 

cookies: 

Natural persons may be associated with online identifiers provided by their devices, 

applications, tools and protocols, such as internet protocol addresses, cookie identifiers or 

other identifiers such as radio frequency identification tags. This may leave traces which, in 

particular when combined with unique identifiers and other information received by the 

servers, may be used to create profiles of the natural persons and identify them. (European 

Parliament, 2016) 

Furthermore, Article 9(1) discuss the processing of special categories of personal data:  
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Processing of personal data revealing racial or ethnic origin, political opinions, religious or 

philosophical beliefs, or trade union membership, and the processing of genetic data, 

biometric data for the purpose of uniquely identifying a natural person, data concerning 

health or data concerning a natural person’s sex life or sexual orientation shall be prohibited. 

(European Parliament, 2016) 

However, Article 9(2) lists ten cases where this rule does not apply, including when “the data 

subject as given explicit consent to the processing of those personal data for one or more 

specified purposes [...]” (European Parliament, 2016).  

With specific regard to BT advertising, Article 4(4) of GDPR defines the concept of data 

profiling: 

‘Profiling’ means any form of automated processing of personal data consisting of the use 

of personal data to evaluate certain personal aspects relating to a natural person, in particular 

to analyse or predict aspects concerning that natural person’s performance at work, 

economic situation, health, personal preferences, interests, reliability, behaviour, location or 

movements. (European Parliament, 2016) 

In the case of data profiling, Basarudin and Raji (2022) and Batista et al. (2020) discuss the 

importance for advertisers and data aggregators to tread carefully and avoid what Campbell et 

al. (2020) and Kietzmann et al. (2020) call hyper-personalization, i.e., the point where targeted 

users are irritated or psychologically stressed.  

Another case when GDPR is not applicable is when personal data have undergone the process 

of “Pseudonymisation” (Article 26): 

‘Pseudonymisation’ means the processing of personal data in such a manner that the 

personal data can no longer be attributed to a specific data subject without the use of 

additional information, provided that such additional information is kept separately 

and is subject to technical and organisational measures to ensure that the personal data 

are not attributed to an identified or identifiable natural person. (European Parliament, 

2016, Article 4(5)) 
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Another point relevant to BT marketing is listed in Article 5 of GDPR, explaining the need to 

insert in personalized advertisements connotations and provisions in order to inform the users 

of the need to collect personal data, how it is collected and, how it will be used. All this is 

mandatory to comply with the rule on lawful and fairness (Article 5(1)(a)) and data 

minimization (Article (5)(1)(c)) (European Parliament, 2016; Basarudin and Raji, 2022).  

 

Other salient points can be resumed in: 

• Right of subject access: users have the right to ask to any organization to provide them 

with all the data it has collected about that specific individual. The organization has to 

serve this right within reasonable time and costless. Nonetheless, governments have the 

power to deny this right on national security grounds; 

• Right to be forgotten: if a user requests it, an organization has to remove all relevant 

data related to that specific user from its storage; 

• Consumer rights must be publicized: an organization must consider consumer rights 

when it conducts a ‘Privacy Impact Assessment’ for each new process involving users’ 

data processing; 

• Data portability: user data stored in an organization can be moved to any other 

organization upon the user’s requests; 

• Global validity: GDPR apply globally to any company collecting European citizens’ 

data (European Parliament, 2016; Tapsell et al., 2018; Bu-Pasha, 2017; Millet, 2022; 

O’Connor, 2020). 

 

3.6.1 The implementation of GDPR 

The concrete implementation of GDPR translates into comprehensive and clear information 

that personal data will be collected, a clear explanation of the aims for which the collected data 

will be used that users will receive before accessing a website (Karaduman, 2017). 

Additionally, at the first access to a website, users must be informed and warned about any 

cookie use and privacy disclosure, ideally through a pop-up, slide over or similar technologies. 

Users must give their express consent and acknowledge being informed about all this before 

any data collection can begin (O’Connor, 2020).  

Despite this mechanism, empirical studies show that overall privacy statements tend to be 

difficult to find (Wirtz et al., 2007), and are seldom read by users or written in legal or technical 

language that is hard to understand (Acquisti et al. 2015; O’Connor, 2020; McDonald & 

Cranor, 2008; Milne et al., 2006). O’Connor (2020) also highlights the users’ paucity of 

knowledge about the functioning of online monitoring techniques. Research by Jensen et al. 

(2005) shows that despite the most of respondents claims to understand cookies (90.3%) only 

15.5% demonstrated basic knowledge of them when further probed. 

Considering the point of view of controllers, in the case of the tourism field the systematic 

review considers a study by Millet (2022) analyzing the effect of GDPR on airlines. The author 
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argues that enforcing GDPR is difficult for airlines, since the data collected, especially from 

the PNR, are many and have multiple sources, and thus data storage requires extra care. 

Though, she insists that the real challenge is to make users aware of the processing of personal 

data in an understandable and transparent way (Millet, 2022). Many authors argue that trust 

plays a key role in transparent communication with customers and the confidence that the data 

they are allowing to be collected will bring them true benefits (O’Connor, 2020; Millet, 2022; 

Theocharidis et al., 2020). 

 

4. Findings and discussion 

As also presented in the literature review, the enforcement of the GDPR has had a deep impact 

on all industries whose business relies considerably on data. The travel and tourism sector is a 

key example not only because every business works with users’ and suppliers’ information 

(AltexSoft, 2019; Neubauer; 2021), but also because of the role that data have in the creation 

of value for the destinations where companies operate in (Del Vecchio et al., 2018). This 

research presents the point of view of experts such as marketing agencies, IT companies, 

sectoral journals, consultancies, and law firms on the topic. More precisely, 18 different blogs, 

interviews, briefings, articles, and reports aiming to present and explain the changes due to the 

implementation of GDPR to companies operating in the tourism industry were analyzed.  

As mentioned in the paragraph explaining the methodology used, the documents considered 

for the following content analysis have been published between 2016 (year of adoption by the 

European Parliament of the GDPR) and 2020. This interval was considered in order to allow 

an analysis including the perceived impact before (2016-2017), in the moment of enforcement 

(2018) and after (2020) the GDPR. With this regard, it is important to highlight that 7 out of 

the 18 documents included have been published in 2018, showing that greater emphasis was 

given to the topic in the year when the regulation became enforceable. The operating 

geographical area of the publishing companies was also considered. Indeed, the businesses 

were classified in 3 categories: a) EU (for companies operating only within the European 

Union), b) Non-EU (for companies operating only outside the European Union), and c) Global 

(for companies operating both inside and outside the European Union). This helped me to 

understand to which geographical extent the GDPR had an impact. Despite being an EU 

regulation, 16 out the 18 documents taken into account were written and published online by 

companies classified as b) Non-EU (11 out of 18) and c) Global (5 out of 18). This can be 

explained by the Global validity of GDPR, interesting every company collecting European 

citizens’ data. 

In order to gain in a more systematic way insights from the content analysis performed to 

answer to the research question posited, the empirical part of my master thesis is divided in 

three main parts. The first two parts will focus on the presentation of the findings coming from 

the samples considered in the analysis. In particular, the findings will be presented following 

the categorization used for the coding process and based on the literature review. Therefore, 



 

41 
 

firstly, findings from the presentation of the GDPR will be presented, including the importance 

of publicizing consumer rights, data controllers, data portability, data processors, data 

profiling, global validity, PII, the purpose of GDPR, the pseudonymization, the right of subject 

access, the right to be forgotten, special categories, laws and regulations similar to GDPR and 

transparency. The second part will focus on the changes that businesses had to implement due 

to the GDPR. Therefore, I will present the findings regarding data collection, data storage and 

data interpretation/use changes before and after the GDPR, as well as the principle of 

accountability for companies and penalties in case of violation of the GDPR, the role of third 

parties, and the direct impact on tourism and travel sector. In the final paragraph, I will evaluate 

the findings through a critical discussion. 

Table 1 Sources of data for content analysis 

Title Reference 

Type 

Company Year of 

publication 

Company 

type 

Area Country 

GDPR - 

Three Ways 

to Make it 

Easier for 

Aviation 

Companies  

Podcast 

notes 

Aviation 

Business 

Consultants 

2018 Marketing 

Agency 

Non-EU USA 

GDPR And 

Its Impact 

On The 

Hotel Sector 

Interview Hospitality 

News 

2018 News Non-EU  Lebanon 

The impact 

of GDPR on 

the hotel 

sector 

Report Crowe 

Horwath 

2017 Consultant EU Ireland 

GDPR 

Countdown: 

How will 

the new EU 

data 

protection 

laws affect 

hotel 

marketing? 

Blog Pegasus 2017 IT company Global Global 

GDPR: Top 

5 Post-

Implementat

ion Issues 

for Airlines  

Blog Covington 

& Burling 

2018 Law Firm Global Global 

Hotel Data 

Managemen

t: The 

Impact Of 

GDPR On 

Blog Stayntouch 2017 IT company Global Global 
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The Hotel 

Sector  

How GDPR 

will impact 

the travel 

sector 

Interview Data and 

Marketing 

Association 

2017 Business 

association 

Non-EU UK 

How to 

Comply 

with GDPR: 

Recommend

ations for 

the Travel 

Industry 

Blog Altexsoft 2018 IT company Non-EU  Global 

How will 

GDPR 

affect tour 

operators, 

DMCs and 

travel 

agents? 

Blog Tourwriter 2018 IT company Non-EU Global 

Should Car 

Rental 

Companies 

Comply 

with GDPR 

(General 

Data 

Protection 

Regulation) 

Blog Rentall 2018 IT company Non-EU  Global 

Do you 

know what 

the GDPR 

will mean 

for your 

hotel? The 

keys 

Blog Amara 

Marketing 

2018 Marketing 

agency 

EU  Spain 

The Impact 

of GDPR on 

the 

Hospitality 

Sector 

Blog Social 

Hospitality 

2018 Marketing 

agency 

Non-EU  USA 

The Impact 

of the 

GDPR on 

the 

Hospitality 

Sector 

Blog Niel Harper 2018 Consultant Non-EU Barbados 

What does 

GDPR mean 

Blog Wherewolf 2018 IT company Non-EU  Global 
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for Tourism 

Operators? 

PREPARIN

G FOR 

DATA 

PROTECTI

ON: GDPR 

READINES

S IN THE 

CRUISE 

INDUSTRY 

Press release Future 

Cruise 

2017 News Non-EU Global 

THE GDPR 

ICEBERG: 

DATA 

PROTECTI

ON IN THE 

CRUISE 

INDUSTRY 

Briefing HFW 2017 Law Firm Global Global 

GDPR Two 

Years On: 

What are the 

lessons 

learnt for the 

aviation 

industry? 

Article Bird & Bird 2020 Law Firm Global Global 

GDPR and 

the Travel 

Industry 

Blog Mha 2018 Consultant Non-EU  Global 

 

Source: own elaboration 

 

4.1 Presentation of the GDPR 

A total of 155 units of analysis have been coded to this category, including all the sub-

categories, while only 17 are classified under the parent category only. This paragraph shows 

how GDPR was presented in the different documents analyzed. The content below served 

mainly as an introduction for many of the references. An important common point in 10 of 13 

references included (Aviation Business Consultants, 2018; Covington & Burling, 2018; 

Stayntouch, 2017; Altexsoft, 2018; Tourwriter, 2018; Rentall, 2018 Wherewolf, 2018; Future 

Cruise, 2017; Bird & Bird, 2020; Mha, 2018) is the presence of data that mentions the time of 

enforcement of the GDPR: the period of enforcement. 

 

As per the specific content, for the documents discussing the impact of GDPR in general on 

the travel sector highlight two main points: the right of data subjects and the nature of the 

tourism and travel industry, which gather and process large amounts of personal and sensitive 
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data, making them directly affected by the regulation. For instance, Niel Harper (2018) 

discusses the rights of data subjects under the GDPR. This reference highlights the need for 

tourism businesses to align their digital marketing practices with the GDPR's regulations to 

ensure the protection of individuals' data rights. Other references (Altexsoft, 2018; Stayntouch, 

2017) emphasize that travel companies, including those involved in digital marketing, gather 

and process personal and sensitive data, making them directly impacted by the GDPR's 

requirements. 

 

From the point of view of sectorial documents, it can be highlighted that from the aviation 

field, Bird & Bird (2020) suggests that the GDPR's stringent privacy requirements may serve 

as a model for other jurisdictions, implying that its influence extends beyond the European 

Union. As per the cruise industry, Future Cruise (2017) enhances the importance of taking 

control of data and offers a survival guide for the cruise industry to navigate the GDPR's 

requirements. 

 

These references collectively highlight the need for tourism businesses to adapt their digital 

marketing practices to comply with the GDPR. They emphasize the significance of data 

protection, the rights of data subjects, and the global impact of the GDPR's privacy 

requirements. 

 

 

4.1.1 Purpose 

Overall, a total of 10 units from 9 sources (Hospitality News, 2018; Crowe Horwath, 2017; 

Pegasus, 2017; Altexsoft, 2018; Tourwriter, 2018; Rentall, 2018; Amara Marketing, 2018; 

Social Hospitality, 2018; Future Cruise, 2017) were coded to this category, which, in many 

cases, was part of the introduction and presentation of the GDPR. 

 

The analysis shows that the GDPR aims to strengthen and unify data protection for individuals 

within the European Union (EU) by providing guidelines for the collection, processing, usage, 

and storage of personal information (Hospitality News, 2018; Crowe Horwath, 2017; Rentall, 

2018; Amara Marketing, 2018; Social Hospitality, 2018). 

 

Different sources highlight different aspects of the goals of the GDPR. For instance, Altexsoft 

(2018) underlines that the GDPR is replacing an old directive and it introduces stricter rules: 

 

The main goal. The GDPR’s main goal is to replace the Data Protection Directive 95/46/EC 

1998 and to introduce a single data protection law that increases privacy for individuals by 

enforcing stronger security rules for companies that handle personal data. (Altexsoft, 2018) 
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Future Cruise (2017) and Rentall (2018) has similar points but the last one adds also that the 

GDPR is seen as a response to the increasing transfer of data through online mediums and aims 

to harmonize data privacy laws and to give more control to EU Citizens over their data: 

 

The necessity of the GDPR emerged due to the multitude of data being transferred via online 

mediums.The EU GDPR portal states that the GDPR was designed to harmonize data 

privacy laws across Europe, to protect and empower all EU citizens data privacy and to 

reshape the way organizations across the region approach data privacy. (Rentall, 2018) 

 

Finally, Crowe Horwath insist on the need to prepare and implement for its enforcement: 

 

GDPR is a regulation to strengthen and unify data protection for individuals within the 

European Union. It was adopted in May 2016 and following a two-year implementation 

period will come into force on May 25th 2018. The legislation brings in a large number of 

changes, meaning that the level of effort involved in preparing for GDPR compliance is 

significant. (Crowe Horwath, 2017) 

 

4.1.2 Global validity 

 

A total of 16 documents (Aviation Business Consultants, 2018; Hospitality News, 2018; 

Covington & Burling, 2018; Stayntouch, 2017; Data and Marketing Association, 2017; 

Altexsoft, 2018; Tourwriter, 2018; Rentall, 2018; Amara Marketing, 2018; Social Hospitality, 

2018; Niel Harper, 2018; Wherewolf, 2018; Future Cruise, 2017;  HFW, 2017; Bird & Bird, 

2020; Mha, 2018) and 30 units were coded in this category, i.e., the highest number among all 

the sub-categories. 

 

The main point of the analysis shows the GDPR has a significant global impact and applies to 

companies operating in all fields, including aviation companies, hotels, tour operators, travel 

agents, car rental companies, and the hospitality sector, both within and outside the European 

Economic Area (EEA). It imposes robust privacy requirements and affects organizations that 

process personal data of individuals from the EU or have customers, guests, or employees 

based in the EEA. In addition to this general common points, Bird & Bird (2020) focuses goes 
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more in detail with the aviation industry. According to the law firm international data transfers 

play a crucial role in the aviation industry but are subject to restrictions under the GDPR. 

Transfers of data to non-EEA countries without adequate data protection measures are limited. 

Aviation companies based in such jurisdictions must utilize specific data transfer mechanisms 

like Standard Contractual Clauses (SCCs) or Binding Corporate Rules (BCRs) when 

transferring customer or employee data from the EEA. In the absence of appropriate 

safeguards, data transfers may be justified through derogations or specific exemptions, albeit 

limited to exceptional circumstances.  

 

 

4.1.3 Personally Identifiable Information (PII) 

A total of 13 documents and 19 units were coded to this category (Hospitality News, 2018; 

Crowe Horwath, 2017; Stayntouch, 2017; Data and Marketing Association, 2017; Altexsoft, 

2018; Tourwriter, 2018; Rentall, 2018; Amara Marketing, 2018; Social Hospitality, 2018; Niel 

Harper, 2018; Wherewolf, 2018; HFW, 2017; Mha, 2018). 

According to Hospitality News (2018) personal data under the GDPR includes an individual's 

name, phone number, location data, online identifiers, physical appearance, political and 

religious beliefs, biometric data, genetic information, and sexual orientation. This definition is 

reinforced by HFW (2017) which states that online identifiers like cookies and IP addresses 

can also make an individual identifiable. Additionally, the GDPR requires organizations in the 

hotel and tourism sectors to review their data collection, processing, and communication 

practices, as highlighted by Mha (2018). This involves outlining guidelines for collecting and 

managing PII), as mentioned by Stayntouch (2017). Moreover, organizations must maintain 

stricter controls on the collection, recording, and storage of personally identifiable data of 

European citizens (Tourwriter, 2018). 

 

 

4.1.4 Right of subject access 

With the results of the analysis of the text coded to the category right of subject access, I start 

a section about a range of rights given to individuals by the GDPR. 10 text units from 8 sources 

were coded to this category (Crowe Horwath, 2017; Covington & Burling, 2018; Altexsoft, 

2018; Tourwriter, 2018; Wherewolf, 2018; HFW, 2017; Bird & Bird, 2020, Mha, 2018). 

The data analysis reveals that several sources discuss the right of individuals to access their 

data, rectify incorrect information, object to direct marketing, and request erasure or deletion 

of their data (Mha, 2018; Bird & Bird, 2020; Covington & Burling, 2018; HFW, 2017; 

Altexsoft, 2018; Tourwriter, 2018; Wherewolf, 2018). Indeed, the GDPR strengthens and 

expands individuals' rights, such as the right to make subject access requests, which require 

organizations to provide comprehensive information within a shorter response period (HFW, 

2017). Altexsoft deepens into this aspect and focuses on specific points for which individuals 

have the right to access: 
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Be ready to respond to user requests According to regulation rules, all users have the right 

to ask companies: List the data stored with them; Define data collection purposes and uses 

cases; Outline the time period for which the personal data will be stored; Send a copy of all 

their data that is held; Delete the data about them. Each company is obligated to supply this 

information and process such requests. (Altexsoft, 2018) 

 

4.1.5 Right to be forgotten 

Another category very related to right of subject access is the right to be forgotten. A total 12 

text entries from 8 sources were coded to this category (Covington & Burling, 2018; Altexsoft, 

2018; Tourwriter, 2018; Amara Marketing, 2018; Wherewolf, 2018; Future Cruise, 2017; Bird 

& Bird, 2020; Mha, 2018), with the highest contribution from sources analyzing the impact of 

GDPR generally on the tourism sector. 

 

As mentioned in the previous paragraph, according to GDPR, the individuals’ rights include 

the ability to access their data, rectify incorrect information, request erasure or deletion of data, 

withdraw consent, and receive a portable copy of their data (Mha, 2018; Bird & Bird, 2020). 

Amara Marketing (2018) specifically highlight that the GDPR emphasizes the importance of 

clear notice and explicit consent when collecting personal data, discouraging ambiguous 

language and favoring in particular opt-in approaches in order to ensure control of the data and 

the right of erasure upon request. Altexsoft (2018) takes into account also third parties and 

explains the role of the company which originally obtained travelers’ data: 

 

Travel companies also need to ensure they can control the process of data deletion by third 

parties with access to existing information. For instance, when users book a trip, a travel 

portal transfers the information to a hotel or car rental provider. (Altexsoft, 2018) 

 

HFW (2017), focuses on the importance of time and a quick reply after the consumers’ request 

of erasure his/her data: 

 

Right to request deletion. The controversial “right to be forgotten” has been strengthened, 

specifying the circumstances where the data controller must on request erase personal data 

without “undue delay” (for example where processing is based on the individual’s consent 

but the individual has decided to withdraw that consent). (HFW, 2017) 



 

48 
 

Overall, the sources analyzed explain that compliance with these rights and obligations is 

essential for travel operators, tour operators, Destination Management Companies (DMCs), 

travel agents, and hotels to meet GDPR requirements and protect customers' privacy 

(Tourwriter, 2018; Amara Marketing, 2018; Wherewolf, 2018). 

 

 

4.1.6 Special categories 

A total of 9 text units from 5 sources (Data and Marketing Association, 2017; Social 

Hospitality, 2018; Niel Harper, 2018; HFW, 2017; Bird & Bird, 2020) were coded to this 

category. 

The first relevant point coming out from the analysis of the units of text is that understanding 

the difference between 'personal data' and 'sensitive data' (or special categories) and how they 

should be treated is essential for compliance with the GDPR in the hospitality sector (Neil 

Harper, 2018). 

Other relevant contributions come from the aviation industry. Bird & Bird (2020) explains that, 

in this context the GDPR recognizes that in certain limited circumstances, consent may be 

appropriate to collect and process information about a passenger's medical condition or dietary 

requirements, which could eventually disclose their religion or state of health, which are 

considered special categories of data. With this regard the same source adds that, it is 

mandatory for the aviation industry to  

Appoint a Data Protection Officer (“DPO”) if their core activities consist of large-scale 

processing of special categories of personal data (for example, health information, trade 

union membership or biometric data used to uniquely identify individuals) and of data 

relating to criminal offences or regular and systematic monitoring of individuals on a large 

scale. (Bird & Bird, 2020) 

On the other side, sources from the cruise industry explains that the GDPR tightens the grounds 

for processing sensitive personal data, limiting the circumstances under which such data can 

be processed and that it introduces particularly strict requirement for processing sensitive 

personal data (HFW, 2017) 

As per the sources from the general tourism and travel sector these mention in particular the 

booking step as a point of collection of data under the special category: 

The travel industry will be particularly affected due to the large volume of personal and 

sensitive data it processes about individuals. For example, personal information collected as 

part of the booking process, including ‘special category’ (i.e. sensitive) data such as health 
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and medical data [...]. (Data and Marketing Association, 2017) 

 

4.1.7 Data portability 

A total of 5 text units from 5 sources (Altexsoft, 2018; Tourwriter, 2018; Wherewolf, 2018; 

HFW, 2017; Mha, 2018) were coded to this category.  

The content analysis highlights the importance of data portability and the need for travel 

industry businesses to review their processes and systems in relation to data subjects' rights 

under the GDPR. 

The GDPR introduced a new right known as data portability. This provision empowers 

individuals to request the transfer of their personal data from one electronic processing system 

to another, given that the processing relies on their consent or the execution of a contract. The 

requested data should be furnished in a format that is structured, widely adopted, and machine-

readable, enabling the individual to transmit it to another data controller. (HFW, 2017; 

Altexsoft, 2018; Tourwriter, 2018; Wherewolf, 2018). For this reason, in order to achieve 

GDPR compliance in the travel industry, it is crucial to conduct a thorough evaluation of 

processes and systems related to handling data subjects' rights. This includes reviewing the 

implementation of new rights such as data erasure, data portability, and the use of profiling 

(Mha, 2018). Wherewolf (2018) also explains that, in addition to being transferable they “need 

to be adequately protected – both from unauthorized access and from disasters such as a data-

centre fire”. 

 

4.1.8 Consumer rights must be publicized 

A total 2 of text units from 2 sources were coded to this category: Bird & Bird (2020) and Data 

and Marketing Association (2017). The 2 contributions come from the aviation industry (Bird 

& Bird, 2020) and the general tourism and travel sector (Data and Marketing Association, 

2017). 

The content analysis emphasizes the need for the aviation industry to publicize consumer rights 

and comply with the General Data Protection Regulation (GDPR). For instance Bird & Bird 

(2020) explains that the most efficient way to ensure this right are privacy notice: 

Privacy notices are the most typical customer and employee facing documents that you need 

to have in place in order to explain to passengers, flight bookers, crew members and other 

employees how you process their personal information. The GDPR sets out specific 

information requirements relating to such documentation [...]. (Bird & Bird, 2020) 
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Data and Marketing Association (2017) is more general explaining the importance of enhanced 

consent mechanism explaining the distinction between consent and legitimate interest when 

processing personal data. These features are essential to protect consumer privacy rights. 

 

4.1.9 Data processors 

This paragraph and the next one (Data controllers) are considerably related and are presented 

in almost all the references. A total of 5 text units from 4 sources (HFW, 2017; Data and 

Marketing Association, 2017; Altexsoft, 2018; Tourwriter, 2018) were coded to this category. 

3 out of 4 sources refer to general tourism, with only one referring  to the aviation industry.  

Altexsoft (2018) focuses on defining who data processors are: “The processor is a person (other 

than an employee of the data controller) or a company that processes the data on behalf of the 

controller”. 

The analysis additionally highlights that data processors are responsible for processing 

personal data on behalf of organizations. This includes actions such as storing personal data. 

However, it's important to note that data processors have fewer obligations compared to data 

controllers under the GDPR. If a data processor's actions lead to a breach of GDPR obligations, 

the organization on whose behalf they are processing the data may be held liable unless they 

can prove their lack of responsibility (HFW, 2017). 

Data and Marketing Association (2017) emphasizes a point that is related to the global validity 

of the GDPR: physical location is not a determining factor for data processors to fall under the 

scope of the GDPR. This means that even entities outside the European Union can be subject 

to the regulations. 

 

4.1.10 Data controllers 

This category has received a total of 3 text units from 3 different sources (HFW, 2017; Data 

and Marketing Association, 2017; Altexsoft, 2018). As mentioned above, this category is 

closely related to the one of data processors. 

The content analysis overall highlights the role of data controllers and emphasizes the 

applicability of the GDPR to entities outside the European Union (similarly to data processors 

and in line with the findings about the global validity) (Data and Marketing Association, 2017). 

More precisely, HFW (2017) gives a definition of data controllers: ““data controllers” make 

decisions on how and why personal data is processed [...]”. Altexsoft (2018) does the same, 

defining data controllers as “A person or company that determines the purposes and the means 

of processing data” and states that the GDPR affect both data controllers and data processors. 
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4.1.11 Pseudonymization 

Only one text unit from one source (HFW, 2017) was coded to this category, making it the one 

with the lowest number of codes, all categories considered. The text unit comes from the cruise 

industry and presents pseudonymization as an option for cases when anonymization is not 

possible. It also additionally insists on the importance of collecting data only when really 

needed. 

 

 

4.1.12 Data profiling 

This category is the one with the most relevant contribution to the RQ of this study. A total of 

8 text units from 5 sources (Hospitality News, 2018; Mha, 2018; Pegasus, 2017; Altexsoft, 

2018; Rentall, 2018) were coded to this category. 

 

Also for this category, the result of the analysis shows a close connection with the section of 

global validity. Hospitality News (2018) highlights that the GDPR applies to the handling of 

information on all EU citizens, regardless of their location. Hotels based outside the EU but 

actively using their data to market, sell products and services, or monitor EU citizens or 

customers are required to comply with the GDPR. 

Mha (2018), Pegasus (2017), Altexsoft (2018) and Rentall (2018), highlight that data is a 

valuable asset for travel businesses, particularly in the form of customer information. The 

ability to generate repeat customer sales and the overall value of a travel business heavily 

depend on the data they acquire and hold. However, in line with the GDPR, safeguarding and 

securing customer data, as well as ensuring accuracy, are crucial aspects that directly impact a 

business's success. Additionally, it is equally important to handle staff data securely and 

accurately. 

Obtaining appropriate consent for electronic marketing activities and clearly communicating 

the purposes of information use are also essential. Regular audits of information practices are 

recommended, especially for travel companies collecting data for personalized services 

(Altexsoft, 2018). 

In addition, Mha (2018) explicitly mentions target marketing campaigns and online tracking 

tools but clearly states that it is up to the organization to review processes in relation to the data 

processing for this purposes: 

Many operators will hold extensive marketing databases containing personal information. 

This information will be collected through bookings and administration and online and 

offline marketing activities. Information will be collected directly from individuals, but also 

via intermediaries such as travel agents and travel search websites. User profiling and online 
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tracking tools such as cookies can be used to help better target marketing campaigns. The 

GDPR requires organisations to review the information held as well as their processes and 

adopt new procedures in relation to why and how that information is collected and used 

(Mha, 2018). 

 

From car rentals, Rentall (2018), looks at both pros and cons of the GDPR, in a sector where 

customization through data is becoming crucial to determine the success or the failure of a 

business: 

 

Through GDPR compliance the company inadvertently creates a bond with the customer, a 

pact if you will. The customer is aware that the data provided will be safe, therefore he/she 

would not object to provide more data.  

It must be noted that in an era where data is of paramount importance, this is a blessing in 

disguise. It provides the perfect opportunity to develop your service with data provided by 

your customers. The car rental industry is driven by the needs of the customer, therefore 

customizing the service provided with the help of the new data the company can acquire it 

can guarantee it’s client better service, which will no doubt increase client satisfaction which 

will in turn make the business more profitable. (Rentall, 2018) 

 

 

4.1.13 Similar to the GDPR 

A total of 2 text units from 2 sources (Aviation Business Consultants, 2018; Data and 

Marketing Association, 2017) were coded to this category. 

The analysis shows that the sources selected mentioned 2 regulations comparable to the GDPR 

that were already implemented or had to be implemented at the time of publication of the 

documents considered. More precisely the other example come for USA, Canada and UK. 

Aviation Business Consultants (2018) presents the Controlling the Assault of Non-Solicited 

Pornography And Marketing (CAN-SPAM) Act of 2003 that was “signed into law by President 

George W. Bush on December 16, 2003, established the United States’ first national standards 

for the sending of commercial e-mail” (Aviation Business Consultants, 2018) and the Canadian 

SPAM act of 2017 that allow “individuals and organizations who receive email that violates 

CASL to sue the sender for both actual and punitive damages” (Aviation Business Consultants, 
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2018). Both cases directly concern marketing practices. The third case, from the UK is 

presented by Data and Marketing association which mention the UK government's 

consideration of a new UK Data Protection Bill that will implement GDPR. Despite Brexit, the 

bill aims to adapt the regulations to local requirements, and it is expected to become law before 

the GDPR enforcement date of 25th May 2018. It has actually been enforced in 2022 and it is 

currently under revision (UK Government Proposes Key Changes to the UK GDPR | 

Perspectives & Events | Mayer Brown, 2023) 

 

4.1.13.1 Past regulations 

A brief sub-paragraph is needed to present the predecessors of the GDPR, which were 

mentioned in 4 text units from 4 sources (HFW, 2017; Crowe Horwath, 2017; Amara 

Marketing, 2018; Niel Harper, 2018). 

All the sources mention and, in many cases, describe the 1995 EU Data Protection Directive 

(95/46/EC). Before the GDPR, there was the 1995 EU Data Protection Directive (95/46/EC), 

a legislative act that set out a goal for all EU countries without defining the means to achieve 

it. With this regard, Amara Marketing (2018) adds that the GDPR emerged as a need to 

establish new rules for a new upcoming digital era. 

 

4.1.14 Transparency 

The end of this first part of the analysis will focus on a particular recurring aspect of the GDPR: 

transparency. 19 text units from 10 sources (Hospitality News, 2018; Data and Marketing 

Association, 2017; Altexsoft, 2018; Tourwriter, 2018; Rentall, 2018; Wherewolf, 2018; Future 

Cruise, 2017; HFW, 2017; Bird & Bird, 2020; Mha, 2018) were included in this category, 

making it one of the most coded ones. 

The results of the analysis show that the GDPR requires companies to be transparent about 

their data collection, storage, and sharing practices, empowering consumers with greater 

control over their personal data (Hospitality News, 2018). Organizations are now accountable 

for demonstrating compliance to regulators and maintaining records of data protection 

management (Mha, 2018). The GDPR has also prompted an increase in reporting personal data 

breaches and emphasizes the need for robust security measures due to the growing 

sophistication of security attacks (Bird & Bird, 2020). 

Bird & Bird (2020) and HFW (2017) highlight that in order to ensure transparency it is essential 

to start from the consent of collecting and dealing with consumers’ data. Consent plays a crucial 

role under the GDPR. It must be obtained in a transparent, clear, specific, informed, and 

unambiguous manner, meeting the GDPR's high standards (Bird & Bird, 2020). Consent 

provisions should not be buried within lengthy texts and must reflect the individual's clear 
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indication of their wishes (HFW, 2017).  Additionally, HFW (2017) explains that maintaining 

up-to-date data protection policies and ensuring transparent data processing are essential. 

On the other side, Future Cruise (2017), Data and Marketing Association (2017), Altexsoft 

(2018), Rentall (2018) and Social Hospitality (2018) insist on the beneficial effects of the 

GDPR’s transparency on consumers. Indeed, GDPR compliance can enhance customer loyalty, 

trust, and satisfaction by demonstrating transparency and protecting personal data. It also 

presents an opportunity for businesses to improve practices and stand out from competitors 

(Data and Marketing Association, 2017) Building trustful relationships with customers through 

clear communication and providing personalized experiences based on collected data can be 

advantageous (Altexsoft, 2018).  

 

After this first part where GDPR and its specific aspects, I will now move on with the analysis 

of the second big category: the changes that businesses had to implement due to the GDPR. 

 

 

4.2 Changes 

A total of 221 text units from all 18 documents were coded to this category, including sub-

categories, while only 48 text units from 15 sources (Aviation Business Consultants, 2018; 

Hospitality News, 2018; Crowe Horwath, 2017; Pegasus, 2017; Covington & Burling, 2018; 

Stayntouch, 2017; Data and Marketing Association, 2017; Altexsoft, 2018; Amara Marketing, 

2018; Social Hospitality, 2018; Niel Harper, 2018; Future Cruise, 2017; HFW, 2017; Bird & 

Bird, 2020; Mha, 2018). 

Considering the vast number of references coded to this parent-category, I will summarize the 

most common patterns identified divided by the 4 macro categories: aviation, hotel, cruise and 

general travel industry. Car rentals could not be included because no text unit was coded to the 

parent category, but only to the sub-categories. 

In the provided data, several references discuss the impact of GDPR on various industries, 

particularly aviation, hotels, the travel industry, and the cruise industry. Common patterns can 

be identified in terms of the issues addressed and the recommended actions for compliance. 

The references also highlight the importance of data mapping, data security, awareness, and 

training for GDPR compliance.  

 

In the aviation industry, GDPR compliance is essential for aviation companies to adapt to 

changing circumstances and meet regulatory requirements. Aviation Business Consultants 

(2018) mentions reasons for changing online marketing, such as complying with association 

rules, changing demographics, or countering competition and discusses the use of flexible 

marketing tools to make changes quickly and easily. For instance, the same source emphasizes 

the advantages of using WordPress as a stable and flexible website platform for adapting to 

GDPR and other changes in content and navigation and highlights the importance of Customer 
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Relationship Management (CRM) systems in following GDPR requirements, including 

sending templated emails that meet the regulation's wording requirements. 

 

The hotel sector also faces the challenge of GDPR compliance. Hospitality News (2018) 

provides a plan for hoteliers to ensure GDPR compliance, including creating awareness and 

acquiring buy-in from management. Additionally, emphasis is put on making customers aware 

of their rights under GDPR. Among the recommendations and suggestions auditing and 

reviewing current data processes for storage and handling are also very important. Another 

relevant insight from the hotel sector is highlighted by Stayntouch (2017), which mentions the 

need for technical and organizational records to prove data protection, and the relevance data 

mapping to understand data capture, storage, and usage, followed by data security assessments. 

 

As per the cruise industry, what emerges from the analysis is that it also faces challenges in 

complying with GDPR. A relevant contribution comes from HFW (2017), which highlights the 

increased information that must be notified to individuals and the mandatory clauses, discusses 

the grounds for processing personal data under GDPR, including legitimate interests, 

contractual necessity, legal obligations, and consent, and emphasizes the importance of data 

audits, record-keeping, and personal data minimization. As also highlighted in the case of the 

hotel sector, both HFW (2017) and Future Cruise (2017) advise auditing personal data 

processing, updating outdated data, and minimizing data to comply with GDPR. 

 

Last but not least, the references from the general travel industry highlight a need to adopt new 

measures and update internal processes to demonstrate GDPR compliance, as stated by Mha 

(2018), but also as in line with the outcomes of the sectorial analysis. In addition, the same 

source raises questions about data collection, privacy notices, and consent rules. Another 

recurring aspect discussed by both Mha (2018) and Data and Marketing Association (2017) is 

the suggestion to conduct a full data audit to understand the information currently held (present 

also in the hotel and cruise industry).  

 

After this general overview, I will now proceed with the specific analysis of the sub-categories 

related to the one about changes. 

 

4.2.1 Data collection changes 

A total of 55 text units from 15 sources (Aviation Business Consultants, 2018; Hospitality 

News, 2018; Pegasus, 2017; Covington & Burling, 2018; Stayntouch, 2017; Data and 

Marketing Associaiton, 2017; Altexsoft, 2018; Tourwriter, 2018; Amara Marketing, 2018; 

Social Hospitality,  2018; Niel Harper, 2018; Wherewolf, 2018; HFW, 2017; Bird & Bird, 

2020; Mha, 2018). This is the sub-category with the highest number of text units coded. 

The first important result of the analysis discusses the changes related to consent and opt-

in/opt-out methods. Mha (2018), Pegasus (2017) and Hospitality News (2018) highlight the 
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significant impact of GDPR on the marketing strategies of hotels. The implementation of 

GDPR introduces a shift from the widely used opt-out method to an opt-in approach for email 

marketing. Hotels, relying heavily on email communication with customers, now need explicit 

consent for data collection. This change may require hoteliers to obtain consent from customers 

during the check-in process, especially if data collection is involved. Loyalty programs also 

need to be examined to ensure compliance with consent requirements when using customer 

data: 

Customers will now have to opt in, or give consent to an email marketing service, unlike the 

opt-out method that has been widely used by companies in the past. This change may make 

it necessary for hoteliers to speak to customers at check-in, if explicit consent is required 

for any form of data collection. (Hospitality News, 2018) 

In order to ease the understanding of GDPR and its impact on companies, Pegasus (2017) has 

created a GDPR scale that was used also to describe how several of Google’s own ad products 

have been affected, including targeted advertising in the search engine, YouTube, Maps, and 

the Google Network. 

Figure 9 The GDPR scale 

 

Source: Pegasus (2017) 

In addition, the explicit consent, the GDPR emphasizes that consent must be freely given, 

specific, informed, and unambiguous. This requirement aims to empower individuals by giving 

them control over their data and ensuring that their privacy rights are respected (Bird & Bird, 

2020; Hospitality News, 2018). 

Additionally, it is very important to know why data is being collected. GDPR mandates that 

businesses, including hotels, should have a clear understanding of the purpose behind data 

collection. This requirement ensures transparency (as also discussed in the previous 
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paragraphs) and accountability, enabling hotels to align their data practices with lawful 

processing conditions under GDPR (Bird & Bird, 2020, Hospitality News, 2018). 

Hospitality News (2018) discussing the impact on hotel sector takes also into account the 

impact on payment procedures. It stresses the need for hotels to ensure that their payment 

processes comply with GDPR. Data protection regulations extend to payment transactions, 

requiring hotels to implement measures that safeguard customer payment information. By 

ensuring compliance with payment security standards, such as the Payment Card Industry Data 

Security Standard, hotels can protect sensitive data and maintain trust with customers. 

Mha (2018) and Pegasus (2017) go beyond the role of consent and discuss the impact and the 

implications of GDPR for hotel marketing efforts, particularly in relation to Google's AdWords 

Customer Match. Customer Match enables hotels to create targeted advertising campaigns by 

using customer email addresses. However, GDPR requires explicit consent for using personal 

data in marketing. Hotels must explicitly inform guests from the EU that their collected emails 

may be used for advertising purposes and provide a clear opt-in mechanism for receiving 

marketing content. 

AdWords Customer Match is a form of remarketing that enables advertisers to upload 

customer email addresses to create highly specific PPC ads. These ads can then be displayed 

across the Search Network, Google Shopping, Gmail and YouTube. By segmenting email 

lists into demographics such as “family travelers” and “business travelers,” hotels can target 

customized campaigns at specific audiences, including existing customers and new 

prospects that share similar profiles. [...] While Google has been extremely cautious about 

the way Customer Match uses personal data (only accepting email addresses acquired 

through first-party means), new EU regulations will still require that consumers “opt-in” to 

receive marketing content through this tool. Hotel marketers will need to be very explicit in 

explaining to guests from the EU that any emails collected by the hotel may be used to 

advertise offers at a later date. (Pegasus, 2017) 

Finally, another text unit coded to this category, also from Mha (2018) focuses on Facebook's 

Audience Network, which collects personal data from Facebook users for targeted advertising. 

This means of data collection may not be considered compatible with users' original activity, 

requiring explicit opt-in consent. GDPR restricts the use of "special" personal data, such as 

ethnicity, political opinion, sexual orientation, and religious beliefs, in personalized ads served 

through Facebook's platforms. 
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4.2.2 Data interpretation / use changes 

A total of 54 text units from 14 sources were coded to this category, making it the second most 

coded one (Aviation Business Consultants, 2018; Crowe Horwath, 2017; Pegasus, 2017; 

Covington & Burling, 2018; Stayntouch, 2017; Data and Marketing Association, 2017; 

Altexsoft, 2018; Amara Marketing, 2018; Social Hospitality, 2018; Niel Harper, 2018; 

Wherewolf, 2018; Future Cruise, 2017; HFW, 2017; Bird & Bird, 2020; Mha, 2018). 

With the regard of data implementation/ use, the impact of GDPR on the hotel sector is a topic 

that has garnered attention in various sources. Hospitality News (2018) emphasizes the 

importance of obtaining explicit consent and being transparent about data usage, similarly to 

data collection changes and inline with the results described in the paragraph about 

transparency. With this regard it links it to data collection and suggests that hotels can benefit 

from smarter data collection, which can lead to better customer experiences and targeted 

marketing messages. This approach can  

result in a database of interested customers who are more likely to book and return to the hotel. 

In relation to transparency, Stayntouch (2017) highlights the requirements for providing 

detailed, clear and transparent information on data processing and retention policies. It 

emphasizes the need for organized data management to ensure compliance with GDPR 

regulations. 

On the other hand, Mha (2018) focuses on the possible related downsides. It highlights the 

value of data for travel businesses and the potential negative effects on sales if data collection 

and management are not handled properly. It mentions the requirement for clear affirmative 

action, the end of pre-ticked boxes and bundled consents, and the need for expanded consent 

notices. The article emphasizes the importance of reviewing overall data processes and 

adopting new procedures to comply with GDPR: 

For a travel business, data is often the most valuable asset of the business - without a list of 

existing and past customers, the impact on a business’s ability to generate repeat customer 

sales will have a seriously detrimental effect on its value when it comes to a potential sale. 

So how you acquire and hold data for existing and potential clients can be the difference 

between success and failure. It is also vital to make sure that the data you hold in respect of 

your staff is equally secure and accurate. (Mha, 2018) 

As also presented in the paragraph about data collection changes, Pegasus (2017) addresses 

several aspects also with regard to data collection. The article mentions the requirement for 

explicit consent for personal data usage, the challenges faced by hotels when marketing to EU 

guests through platforms like Google and Facebook, and the restrictions on remarketing tools 
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like Remarketing Lists for Search Ads and Customer Match. It also mentions the impact on 

Google and Facebook's advertising revenue due to GDPR restrictions. 

Figure 10 GDPR scale: Google 

 

Source: Pegasus (2017) 

Figure 11 GDPR scale: Facebook 

 

Source: Pegasus (2017) 
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The aviation industry point of view is discussed by Bird & Bird (2020) and Crowe Horwath 

(2017) who also mentions third parties. This source highlights the need for detailed data 

processing activity disclosure, including the legal basis for data processing and arrangements 

with third parties:  

Engagement with third parties  

The GDPR sets out specific requirements in relation to arrangements with data processors 

and other (joint) controllers. To the extent they haven't already, aviation companies should 

review their arrangements with third parties to ensure they meet such requirements. (Bird & 

Bird, 2020) 

Bird & Bird (2020), Crowe Horwath (2017), Altexsoft (2018), Future Cruise (2017), HFW 

(2017) and Neil Harper (2018) highlight the need to appoint a Data Protection Officer (DPO) 

and the need for up-to-date contractual terms governing data sharing: 

 

Step 3 – Update GDPR policies and appoint data protection officer  

Hotels will need to review all current data protection policies such as their privacy policy, 

SARs (subject access request) policy, retention policy and other policies like shredding and 

breach management policy. Their policies relating to third party data contractors should be 

reviewed and consideration given to the appointment of a data protection officer (DPO). 

(Crowe Horwath, 2017) 

 

4.2.3 Data storage changes 

A total of 15 text units from 5 sources (Crowe Horwath, 2017; Stayntouch, 2017; Data and 

Marketing Association, 2017; Altexsoft, 2018 Tourwriter, 2018; Amara Marketing, 2018; 

Social Hospitality, 2018; Bird & Bird, 2020; Mha. 2018) were coded to this category. It is 

important to remark that many points are common with data collection and data interpretation 

/ use changes, the three aspects being discussed contextually in many references. 

Firstly, Social Hospitality (2018), Stayntouch (2017) and Mha (2018) highlight the significance 

of data in a travel business. According to Mha (2018), data is often the most valuable asset of 

a travel business. Without a list of existing and past customers, the ability to generate repeat 

customer sales is severely affected, impacting the business's overall value. With this regard, 
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the source emphasizes the importance of acquiring and securely holding data for existing and 

potential clients, as well as ensuring the security and accuracy of staff data. As already 

discussed in the previous paragraphs, also for data storage, consent management is another key 

aspect. Both Tourwriters (2018) and Mha (2018) highlight the new requirement for "clear 

affirmative action" and an end to pre-ticked boxes and bundled consents. Finally, both Mha 

(2018) and Bird & Bird (2020) also address data retention policies and practices. More 

precisely, it raises questions about how long information should be retained in marketing 

databases and emphasizes the need for a data cleansing policy. Without consent or a contractual 

requirement, businesses may be expected to destroy information related to completed travel 

arrangements: 

Data retention - how long do you retain information on your marketing databases? Do you 

have a data cleansing policy? Without consent you may be expected to destroy information 

after the travel arrangements have been completed and you no longer have a contractual 

requirement for it. (Mha, 2018) 

Social Hospitality (2018) and Data and Marketing Association (2017) emphasize that data 

security is a shared concern. Social Hospitality (2018) suggests that hotels need to audit and 

review current data processes, implement secure data storage and handling methods, and 

educate employees on company-wide data security measures. It, therefore, gives emphasis also 

to the role of staff members in ensuring the correct data storage process. On the other side, Data 

and Marketing Association (2017) focuses on the importance of internal audits to ensure GDPR 

compliance in terms of data storage processes. It recommends conducting an internal audit of 

all personal data processing activities, including data collection purposes, legal basis, storage, 

security measures, and retention policies. Understanding these data processing activities is 

crucial for GDPR compliance. 

These points align with the recommendations provided by Stayntouch (2017) which 

emphasizes the need for hotels to provide detailed information on the processing of personal 

data, including the planned duration of data retention. It highlights the importance of organized 

retention policies to ensure accurate data status. Finally, Stayntouch (2017), focuses on digital 

marketing and the collation of personal information, stressing the need for clear consent from 

the audience, specification of the desired data usage, and enabling guest access to modify or 

delete their information, with a clear mention to PII, and the right to be forgotten. 

When it comes to digital marketing and collating of personal information, Hotels need a 

section on their website that permits “opting in,” thus allowing hotels to store PII data. 

Hotels also must be able to prove that their audience has given consent for their data to be 
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used for marketing purposes, must also specify which data they wish to be used, and explain 

the process, enabling guests to access, modify and delete information. (Stayntouch, 2017) 

 

4.2.4 Third parties 

A total of 21 text units from 12 sources (Hospitality News, 2018; Crowe Horwath, 2017; 

Covington & Burling, 2018; Stayntouch, 2017; Altexsoft, 2018; Amara Marketing, 2018; 

Social Hospitality, 2018; Niel Harper, 2018; Wherewolf, 2018; HFW, 2017; Bird & Bird, 2020; 

Mha, 2019) were coded to this category. 

The analysis shows that the first common point across the references is the concept of shared 

responsibility for data processing. The GDPR emphasizes that both data controllers (such as 

hotels and businesses) and data processors (third-party providers) can be held accountable in 

the event of a data breach. This means that if a hotel outsources data processing to a third party 

that does not comply with GDPR regulations, both the hotel and the third-party processor can 

be held jointly responsible if a breach occurs (Social Hospitality, 2018; Mha, 2018; Bird & 

Bird, 2020; Covington & Burling, 2018; HFW, 2017; Crowe Horwath, 2017). 

Another common point is the need for businesses to carefully review and assess their 

relationships with third-party partners. This applies to various aspects such as software 

providers, booking engines, CRM systems, payment processors, and marketing agencies. 

Businesses must ensure that these partners comply with GDPR regulations and adhere to the 

same data protection obligations. This review includes examining supplier arrangements, data 

processing agreements, and contracts to guarantee GDPR compliance throughout the data 

processing chain. Agreements must include specific terms and provisions related to data 

protection, usage restrictions, security measures, subcontractor restrictions, breach notification, 

and the return and deletion of data. (Social Hospitality, 2018; Mha, 2018; Bird & Bird, 2020; 

Covington & Burling, 2018; HFW, 2017; Stayntouch, 2017; Crowe Horwath, 2017; Altexsoft, 

2018; Amara Marketing, 2018; Neil Harper, 2018). 

In addition, Mha (2018) expressly mentions cookies and tracking tools that can be used, in 

combination with extensive marketing databases of personal information obtained from both 

individuals (direct collection) and via intermediaries (third parties) such as travel agents. Since 

the responsibility is shared by data collectors and processors, it is essential to review and adapt 

the processes to ensure GDPR compliance:  

Many operators will hold extensive marketing databases containing personal information. 

This information will be collected through bookings and administration and online and 

offline marketing activities. Information will be collected directly from individuals, but also 

via intermediaries such as travel agents and travel search websites. User profiling and online 
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tracking tools such as cookies can be used to help better target marketing campaigns. The 

GDPR requires organisations to review the information held as well as their processes and 

adopt new procedures in relation to why and how that information is collected and used. 

(Mha, 2018) 

Another aspect related to the role of third parties and to transparency in data collection is the 

importance of clarifying and ensuring that privacy notices are provided to individuals at the 

time of data collection. This includes not only specifying the purpose of information use, but 

also informing individuals about data transfers to third parties and enabling them to exercise 

their data protection rights (Mha, 2018; Bird & Bird, 2020; Covington & Burling, 2018; 

Stayntouch, 2017; Crowe Horwath, 2017; Altexsoft, 2018; Amara Marketing, 2018; Social 

Hospitality, 2018; Wherewolf, 2018). 

 

4.2.5 Accountability and penalties 

This category was added to the ones identified from the literature review because of a recurring 

topic emerging from the sources analyzed. This can also be explained by the high number of 

text unit (28) and sources (14) (Hospitality News, 2018; Crowe Horwath, 2017; Covington & 

Burling, 2018; Stayntouch, 2017; Data and Marketing Association, 2017; Altexsoft, 2018; 

Rentall, 2018; Amara Marketing, 2018; Social Hospitality, 2018; Niel Harper, 2018; Future 

Cruise, 2017; HFW, 2017; Bird & Bird, 2020; Mha, 2018) coded to this category. 

The first important point emerging from the analysis of the text units concerns financial 

penalties.  Non-compliance with GDPR can lead to significant financial penalties. Businesses 

found to be in breach of the rules may be required to pay fines of up to €20 million or 4% of 

their global annual turnover, whichever is higher. (Hospitality News, 2018; Mha, 2018; HFW, 

2017; Stayntouch, 2017; Crowe Horwath, 2017; Data and Marketing Association, 2017; 

Altexsoft, 2018; Future Cruise, 2017; Amara Marketing, 2018; Social Hospitality, 2018; Niel 

Harper, 2018). In addition, Hospitality News (2018), Mha (2018), Stayntouch (2017), Crowe 

Horwath (2017), Amara Marketing (2018) and Future Cruise (2017) mention another type of 

non-monetary penalty: reputational damage. Non-compliance with GDPR can result in a 

damaged reputation in the hospitality industry and adverse publicity, potentially leading to a 

loss of customer trust. 

Moreover, just as cruising is becoming even more popular and cruise ship order books are 

at an all-time high, financial penalties for GDPR non-compliance are a scary prospect. Those 

who fail to deliver face a fine of € 20 million or 4% of their global annual turnover 

(whichever of the two is higher). For most companies, this could signal irreparable damage 



 

64 
 

to their corporate reputation or even put them out of business altogether. (Future Cruise, 

2017) 

Another aspect that emerged from the analysis is the one related to accountability requirements. 

The GDPR emphasizes the principle of accountability, requiring organizations to not only 

comply with the regulations but also be able to demonstrate compliance. This includes 

maintaining records of processing activities and having data protection policies and procedures 

in place. (Mha, 2018; Bird & Bird, 2020; Stayntouch, 2017). 

 

4.2.6 Direct impact of GDPR on tourism sector 

A total of 46 text units from 14 sources (Hospitality News, 2018; Crowe Horwath, 2017; 

Covington & Burling, 2018; Data and Marketing Association, 2017; Altexsoft, 2018; 

Tourwriter, 2018 Rentall, 2018; Amara Marketing, 2018; Social Hospitality, 2018; Niel 

Harper, 2018; Future Cruise, 2017; HFW, 2017; Bird & Bird, 2020; Mha, 2018) were coded to 

this category. 

Despite the high number of text units and sources, the findings about this category can be 

grouped under one main point that is shared among many of the references: the GDPR has had 

a severe impact on the tourism and travel sector due to its high level of processing on personal 

data. Table 2 presents all the text units coded to this category and mentioning this specific 

aspect. In many cases, these text units are presented by the sources as in relation to risk of data 

breaches and security risks (whose management is included in the GDPR and that will be 

discussed more thoroughly in the next paragraph). 

 

Table 2 Sources relating high data volumes processing and GDPR 

Reference Source 

Many operators will hold extensive marketing databases containing 

personal information. This information will be collected through 

bookings and administration and online and offline marketing 

activities. Information will be collected directly from individuals, but 

also via intermediaries such as travel agents and travel search websites. 

Mha (2018) 

Airlines, airport operators and their service providers, such as ground 

handling companies, routinely process large amounts of personal data: 

information about passengers, crew and other employees as well as 

personal data relating to suppliers and other business contacts. The 

highly regulated environment in which aviation players operate and 

the international character of their operations add another layer of 

complexity in respect of data protection compliance. 

Bird & Bird (2020) 
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Airlines are uniquely affected by the GDPR with passenger data being 

at the heart of their business and international operations. As new 

technologies allow airlines to pursue new and innovative uses of 

customer data, it is imperative that airlines continue to conduct their 

operations with GDPR compliance in mind, particularly given the 

financial and other reputational issues that can arise for a failure to 

meet the GDPR’s strict requirements. 

Covington & 

Burling (2018) 

Cruise lines control a lot of personal data. They collect and store 

information about their passengers’ identities, preferences and health 

requirements. They hold information on their large workforces 

(whether employed or contracted). They have immigration law 

obligations in numerous jurisdictions. They conduct consumer-facing 

marketing campaigns. All of this information is likely to cross national 

borders and be exposed from time to time to physical and cyber 

security risk. The need to ensure data protection is already essential. 

Once the GDPR applies, and risk of large fines and reputational 

damage increases, a breach of the data protection rules could 

potentially sink the business (or at least cause it to take on water). 

HFW (2017) 

GDPR and the hotel sector  

When it comes to data security, there are few sectors as vulnerable to 

threats as the hotel industry. With the volume of processed personal 

and credit card information being handed over to hotels on a daily basis 

the hotel industry is currently one of the most vulnerable to data 

breaches (Verizon 2016 Data Breach Investigations). It is no surprise 

that the industry accounted for the second largest share of security 

breaches in 2016.  

With the enforcement deadline for the GDPR looming closer, it is 

imperative that hotels upgrade their data protection processes, or they 

face the risk of large financial penalties. 

Crowe Horwath 

(2017) 

The travel industry will be particularly affected due to the large 

volume of personal and sensitive data it processes about individuals. 

For example, personal information collected as part of the booking 

process, including ‘special category’ (i.e. sensitive) data such as health 

and medical data. [...] 

Travel companies also use data in marketing new promotions to 

people, as well as sharing large volumes of data with overseas 

suppliers, such as accommodation and excursion providers. All related 

activities must be reviewed and brought in line with the new 

regulations. 

Data and 

Marketing 

Association (2017) 

Travel industry perspective. Booking.com, the largest flight, and 

accommodation OTA, collects a broad spectrum of personal details, 

Altexsoft (2018) 
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including names, travel purposes (leisure or work), travel with 

children, emails, payment data, etc. [...] 

Travel industry perspective. As OTAs, hotels, and airlines collect and 

store much of identifying personal data, from names to children’s 

information, ensuring the right response to breaches becomes critical. 

Cruising is today’s fastest growing leisure industry and with that 

accolade comes responsibility for managing infinite numbers of 

passenger records as well as crew member details. 

Future Cruise 

(2017) 

Why is the Hotel sector more sensitive to the GDPR then many others?  

Unlike the majority of sectors, the Hotel industry is extremely 

vulnerable to data security threats. The volume of sensitive personal 

data and credit card information, collected and processed makes the 

Hospitality industry one of the most vulnerable to data breaches 

(Verizon 2016 Data Breach Investigations). Online booking systems 

and multiple points of payment make the hotels an easy target for cyber 

attacks. According to the report, the industry accounted for the largest 

number of cyber incidents in 2016. 

Amara Marketing 

(2018) 

With regards to data security, there are few sectors more vulnerable to 

data-related threats than the hospitality sector. The volume of 

processed personal and credit card information being handed over to 

hotels, restaurants, etc. on a daily basis makes the sector extremely 

vulnerable 

Neil Harper (2018) 

Source: own elaboration 

 

4.2.7 Others 

This category was added to the ones identified from the literature review to include any text 

unit dealing with specific topics, but whose content did not fit into any other category 

previously mentioned. A total of 28 text units from 11 sources (Aviation Business Consultants, 

2018; Hospitality News, 2018; Crowe Horwath, 2017; Covington & Burling, 2018; 

Stayntouch, 2017; Altexsoft, 2018; Social Hospitality, 2018; Future Cruise, 2017; HFW, 2017; 

Bird & Bird, 2020; Mha, 2018). 

The main general points included in this category are: 

1) Security concerns and data protection: Multiple sources emphasize the increasing 

importance of data security and privacy in the aviation, drone, hotel, travel, and cruise 

industries. Companies are adapting their marketing strategies and implementing measures to 

comply with data protection regulations like GDPR (Aviation Business Consultants, 2018; 

Altexsoft, 2018; Bird & Bird, 2020; Future Cruise, 2017). 

2) Personal data breach reporting: GDPR requires timely reporting of personal data breaches 

within 72 hours. This requirement applies to various industries, including aviation, travel, 
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hotels, and airlines. Prompt incident response and notification are crucial to mitigate the 

potential impact of data breaches (Mha, 2018; Birds & Birds, 2020, Covington & Burling, 

2018; HFW, 2017; Stayntouch, 2017; Altexsoft, 2018; Future Cruise, 2017). 

3) Training and awareness: Many sources highlight the significance of training employees on 

personal data breaches and GDPR compliance. Industries such as hotels, airlines, and cruises 

recognize the importance of educating their staff members to handle personal data securely and 

responsibly (Hospitality News, 2018; Birds & Birds, 2020; Crowe Horwath, 2017; Future 

Cruise, 2017; Social Hospitality, 2018). 

4) Ongoing compliance and monitoring: GDPR compliance is an ongoing process that requires 

regular updates to policies and procedures. Industries such as travel and hotels need to establish 

a proactive and adaptable approach to maintain compliance in a rapidly evolving regulatory 

landscape (Stayntouch, 2017; Crowe Horwath, 2017; Future Cruise, 2017). 

 

4.3 Discussion of the findings 

What emerges from the findings of the content analysis is that, considering how many text 

units were coded to the part of the presentation of the GDPR, the stakeholders included in the 

analysis recognize the significant importance of presenting the regulation and its specific 

aspects to the companies and/or stakeholders operating in the tourism and travel sector (target 

of the documents). The authors of the sources analyzed include business associations, law firms 

consultancies, and specialized press, whose aim is to support and ease the job of the businesses. 

Their documents can be seen as an attempt to explain in more easily comprehensible way what 

the GDPR is and how it will actually impact the businesses. As Hartley (2000) argues, in many 

cases laws are written in such ways that they cannot be understood by lay persons. Therefore, 

this can explain why the sources considered include a large part focusing on the presentation 

of the Regulation.  

Another important insight related to the company type is its origin. 16 out of 18 companies 

analyzed operate in Non-EU or global (EU and Non-EU) level and this indicates that the reach 

of the GDPR goes beyond the borders of the EU. Indeed, this can be explained by the fact that 

despite being an EU regulation, the GDPR applies not only to companies within the EU but 

also to organizations outside the EU that process the data of EU citizens. The high number of 

text units coded to the category “Global validity” shows that many authors put a lot of emphasis 

on this point and indicates the importance of the GDPR's impact also outside the EU. The fact 

that Non-EU companies are often more concerned about GDPR enforcement compared to 

companies within the EU suggests that they put particular attention to the Regulation and 

potential consequences. This heightened concern may be due to many reasons, such as the 

unfamiliarity of Non-EU companies with EU data protection regulations, the potential impact 

on their business operations, the liability or the potential risk of penalties for non-compliance. 

Additionally, as emerges from the paragraph “Similar to the GDPR” the global impact of the 

GDPR can also be attributed to its role as a catalyst for global data protection reforms. The 
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GDPR has set a high standard for data protection and privacy regulations worldwide. In 

response to this framework, several countries and regions have introduced or revised their own 

data protection laws to align with the GDPR rules, such as the UK and its UK Data Protection 

Bill (Custers et al., 2018). Therefore, the global influence of the GDPR goes beyond its direct 

application and contributes to shape data protection practices worldwide. 

Another aspect that must be considered is that the aspects of GDPR presented do not apply 

exclusively to the tourism sector but also to all the industries and sectors. Even though it may 

not have been explicitly designed and created for the tourism industry, its principles and 

requirements have a broad application and have an impact on all businesses that handle and 

deal with customers or staff’s personal data. For this reason, although explicit mention of the 

impact on marketing and targeted/personalized marketing may be lacking in some of the 

documents considered in the content analysis, it is essential to consider the data and 

information-intensive nature of the tourism industry (Theocharidis et al., 2020; Tapsell et al., 

2018; Li et al., 2018; Buhalis & Amaranggana, 2015; Herdin & Egger, 2007) and the 

importance of targeted marketing strategies in this sector (Shaw et al., 2021). Targeted 

marketing requires a deep understanding of the target audience, which involves collecting and 

using considerable amounts of data and information about individuals, that, as explained by Li 

et al. (2018), can include UCG data, device data and transaction data. 

Going deeply into the findings about specific aspects of the presentation of the GDPR, one 

interesting insight is that pseudonymization, which is a mechanism that transforms personally 

identifiable information (PII) into non-PII data, received the lowest number of coded text units 

among the analyzed sources. Pseudonymization is a technique that can be used to enhance data 

privacy and security by dissociating individuals' identities from their data while still allowing 

for analysis and processing (European Parliament, 2016). The limited mention of 

pseudonymization in the analyzed sources could be attributed to several factors. Firstly, it is 

important to note that while pseudonymization is a technique that can contribute to data 

protection, it does not remove the data from the scope of the GDPR. The GDPR recognizes 

that pseudonymized data still falls within the realm of personal data if there is a possibility of 

re-identification. Authors such as Mourby et al. (2018) and Scheuing & Niininen (2022) 

emphasize the fact that pseudonymized data are still subject to the GDPR's regulations. This 

may lead to caution and reluctance among companies when employing pseudonymization as a 

data processing technique. Despite its potential benefits, there is a perceived risk associated 

with using pseudonymized data due to the possibility of re-identification and the potential 

implications for compliance with the GDPR. Moreover, the limited mention of 

pseudonymization could also stem from the fact that the GDPR places a stronger emphasis on 

anonymization as a means of achieving data protection. Anonymization involves irreversibly 

removing any identifying information from the data, ensuring that individuals cannot be re-

identified. In contrast, pseudonymization retains the potential for re-identification if the 

necessary additional information is available. Considering the high level of scrutiny and strict 

regulations imposed by the GDPR, companies may opt for anonymization techniques rather 

than pseudonymization to minimize the risks associated with handling personal data. 
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Anonymization provides a more robust approach in terms of mitigating the potential re-

identification of individuals, thereby offering a stronger safeguard for GDPR compliance 

(Hintze & El Emam, 2018). 

Moving to the category “changes”, an important insight to be considered is the high number of 

text units coded to the category “Data collection changes”. More precisely, one relevant point 

is the new opt-in approach for marketing services (in contrast with the previous opt-out one), 

as highlighted by several sources. This specific point of the GDPR has two important 

consequences. The first one is indeed the enhanced level of transparency for users. This, as 

also highlighted in the homonymous paragraph by many sources, is in line with the GDPR 

purpose to empower individuals by providing them with clear and easily understandable 

information about how their personal data is collected, processed, and used. Therefore, thanks 

to the GDPR individuals should be more aware of the purposes for which their data is going to 

be used, who is involved in processing their data, and their rights about their personal 

information. In addition, transparency also helps, despite only partially, to address information 

asymmetry between individuals and organizations. It ensures that individuals have the all the 

information needed to make informed choices and understand the potential risks of sharing 

their data. By providing clear and accessible information, organizations can bridge the 

information gap and ensure that individuals have a fair understanding of how their data is being 

handled (European Parliament, 2016). Nonetheless, an important point to be considered and 

that was presented in the literature review, even though the organizations collecting data are 

obliged to inform the users about the purposes of data processing, many authors (Wirtz et al., 

2007; Acquisti et al. 2015; O’Connor, 2020; McDonald & Cranor, 2008; Milne et al., 2006) 

highlighted the difficulty to find or understand the privacy statements. As van de Waerdt (2020) 

argues, the GDPR places the burden of responsibility on consumers, expecting them to gather 

information, understand privacy policies, and exercise their rights. However, this approach is 

unrealistic and fails to ensure transparency in the face of Data-Driven companies, like the ones 

in the tourism and travel sector.  

The second point to be considered is that, despite the additional measures required to be 

implemented by companies (naming a DPO, including privacy statements, verifying the 

compliance of third parties, etc.), these can bring an added value to the business. Indeed, many 

sources highlight that GDPR compliance can enhance customer loyalty, trust, and satisfaction 

by demonstrating transparency and protecting personal data. This can be explained by the 

permission-based model and theory acceptance model (TAM).  

As explained by Theocharidis et al. (2020), the permission-based model empowers individuals 

by giving them control over their personal data. By explicitly seeking their consent, 

organizations demonstrate respect for individuals' autonomy and privacy rights. This 

transparency in seeking permission fosters trust as individuals feel they have a say in how their 

data is used. Besides the model requires organizations to provide clear and accessible 

information about data processing activities. This transparency in communication helps 

individuals understand how their data will be handled, who will have access to it, and for what 



 

70 
 

purposes. Clear communication builds trust by reducing uncertainty and enabling individuals 

to make informed decisions about sharing their data. Finally, the permission-based model 

aligns with the accountability principle of the GDPR. Organizations are responsible for 

demonstrating compliance with data protection regulations and ensuring that consent is 

obtained and recorded. This accountability enhances trust as individuals see organizations 

taking responsibility for their data and adhering to legal obligations. 

In a similar way, as discussed by Davis et al. (1989), the TAM explains how individuals' 

acceptance and trust in technology are influenced by perceived usefulness and ease of use. The 

TAM suggests that when individuals perceive that sharing their data is beneficial and will result 

in value-added services or personalized experiences, trust is enhanced. If organizations are able 

to communicate the benefits of processing consumers’ data, individuals are more likely to trust 

that their data will be used in their best interest. This aspect is ensured by the GDPR thanks to 

the informed consent required by users and the opt-in approach. Moreover, the TAM highlights 

the importance of individuals perceiving data processing activities as easy to understand and 

engage with. When organizations provide clear and user-friendly information about data 

practices, individuals can comprehend how their data will be processed and any associated 

risks. This ease of understanding builds trust as individuals feel more confident in their 

interactions with online services. Again, this is another relevant aspect intrinsic to the informed 

consent needed from the users. Finally, trust is a central element in the TAM. When individuals 

trust that organizations will handle their data responsibly and protect their privacy, as required 

by the GDPR, they are more likely to accept and engage with online services. Transparent data 

practices, such as clear privacy policies, secure data handling procedures, and compliance with 

regulations, contribute to building trust and fostering individuals' acceptance of data processing 

activities. 

Last but not least, another point that deserves a specific mention concerns 2 categories that 

were not chosen from the findings of literature review but emerged from the sources: 

“accountability and penalties and “others”. Actually, the result of the analysis shows the two 

are very related and the link lies in their connection to GDPR compliance and its impact on 

financial penalties, reputational damage, accountability, data protection measures, security 

concerns, and personal data breach reporting. These aspects collectively underscore the 

significance of adhering to the GDPR's regulations and addressing privacy and security 

considerations in industries affected by the regulation. Furthermore, the link is also empirically 

proven by Wolff and & Atallah (2021) who found out that 2 years after the implementation of 

the GDPR, that the majority of fines imposed under the GDPR are a result of privacy violations, 

however it is noteworthy that the largest fines have been associated with security incidents. On 

average, security violations tend to attract higher fines compared to privacy violations. This 

indicates that while privacy breaches are a significant concern, security incidents have the 

potential for more severe consequences and thus attract more substantial penalties. Therefore, 

adhering to GDPR regulations and addressing both privacy and security considerations are 

crucial for organizations operating in industries impacted by the regulation. 
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5.  Conclusions 

The purpose of the thesis was to explore the consequences of the enforcement of the GDPR on 

targeted advertisement on the tourism field, with a particular focus on the point of view of the 

companies and businesses that operates in the tourism fields and put in act strategies of targeted 

marketing. 

The qualitative analysis of the 18 documents selected was structured in 2 parts. The first part 

focused on the presentation of the GDPR, where 14 subcategories were identified from the 

literature review or from recurring topics in the documents analyzed.  

The findings for the category “Purpose” revealed that the GDPR aims to enhance data 

protection for individuals within the EU by providing guidelines for collecting, processing, and 

storing personal information. It replaces an old directive, harmonizes data privacy laws, and 

empowers EU citizens over their data. Organizations need to prepare for GDPR compliance 

before its enforcement in May 2018 (Hospitality News, 2018; Crowe Horwath, 2017; Pegasus, 

2017; Altexsoft, 2018; Tourwriter, 2018; Rentall, 2018; Amara Marketing, 2018; Social 

Hospitality, 2018; Future Cruise, 2017).   

The category “Global validity” shows that the GDPR has a global impact, applying to 

companies in all tourism industries. It imposes strict privacy requirements and affects 

organizations handling personal data of EU individuals or having customers, guests, or 

employees with EU citizenship, no matter where they are located (Aviation Business 

Consultants, 2018; Hospitality News, 2018; Covington & Burling, 2018; Stayntouch, 2017; 

Data and Marketing Association, 2017; Altexsoft, 2018; Tourwriter, 2018; Rentall, 2018; 

Amara Marketing, 2018; Social Hospitality, 2018; Niel Harper, 2018; Wherewolf, 2018; 

Future Cruise, 2017;  HFW, 2017; Bird & Bird, 2020; Mha, 2018). 

The analysis revealed that personally identifiable information (PII) under the GDPR includes 

various data such as name, phone number, location, online identifiers, appearance, beliefs, 

biometric and genetic information, and sexual orientation. Organizations in the hotel and 

tourism sectors need to review their data practices and establish guidelines for collecting and 

managing PII. Stricter controls are required for the collection, recording, and storage of 

personally identifiable data of European citizens (Hospitality News, 2018; Crowe Horwath, 

2017; Stayntouch, 2017; Data and Marketing Association, 2017; Altexsoft, 2018; Tourwriter, 

2018; Rentall, 2018; Amara Marketing, 2018; Social Hospitality, 2018; Niel Harper, 2018; 

Wherewolf, 2018; HFW, 2017; Mha, 2018). 

As per “Right of subject access”, the content analysis revealed that under the GDPR, 

individuals have rights to access their data, rectify incorrect information, object to direct 

marketing, and request data erasure. Organizations must respond to these requests by providing 

comprehensive information and deleting data when requested. The GDPR strengthens 

individual rights and imposes obligations on companies (Crowe Horwath, 2017; Covington & 

Burling, 2018; Altexsoft, 2018; Tourwriter, 2018; Wherewolf, 2018; HFW, 2017; Bird & Bird, 

2020, Mha, 2018). 
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The content analysis found that the “Right to be forgotten” is a significant aspect of GDPR. 

Individuals have the right to request erasure or deletion of their data, and companies must 

ensure control over third parties that have access to the data. Compliance with these rights is 

crucial for operators in tourism and travel sector to meet GDPR requirements and safeguard 

customer privacy (Covington & Burling, 2018; Altexsoft, 2018; Tourwriter, 2018; Amara 

Marketing, 2018; Wherewolf, 2018; Future Cruise, 2017; Bird & Bird, 2020; Mha, 2018). 

Several sources also discussed what “Special Categories” of data are under the GDPR. 

Differentiating between personal data and special categories of data is crucial for GDPR 

compliance in the hospitality sector. The aviation industry may require a Data Protection 

Officer for large-scale processing of special categories of personal data, such as health 

information. The cruise industry faces tighter restrictions on processing sensitive personal data, 

while the general tourism sector highlights the collection of sensitive data, like health 

information, during the booking process (Data and Marketing Association, 2017; Social 

Hospitality, 2018; Niel Harper, 2018; HFW, 2017; Bird & Bird, 2020). 

The content analysis found that “Data portability” is an important aspect of GDPR compliance 

in the travel industry. Individuals have the right to request the transfer of their personal data 

between electronic processing systems, provided the processing relies on their consent or the 

execution of a contract. Businesses need to evaluate their processes and systems to ensure they 

can fulfill data portability requests while also protecting the data from unauthorized access or 

disasters (Altexsoft, 2018; Tourwriter, 2018; Wherewolf, 2018; HFW, 2017; Mha, 2018). 

Publicizing consumer rights is highlighted as another important aspect of the GDPR. Privacy 

notices serve as an efficient way to inform passengers, flight bookers, and employees about 

how their personal information is processed. Additionally, there is an emphasis on the need for 

enhanced consent mechanisms and distinguishing between consent and legitimate interest to 

protect consumer privacy rights in the tourism and travel sector (Bird & Bird, 2020; Data and 

Marketing Association, 2017). 

The findings also show that data processors, who process personal data on behalf of 

organizations, have fewer obligations compared to data controllers under the GDPR. They are 

responsible for actions such as storing personal data, and if their actions lead to a breach, the 

organization may be held liable. The GDPR's scope includes entities outside the EU (due to the 

principle of global validity) meaning that physical location is not a determining factor for data 

processors (HFW, 2017; Data and Marketing Association, 2017; Altexsoft, 2018; Tourwriter, 

2018). 

As per data controllers, different sources emphasize that the GDPR applies to entities outside 

the EU, similar to data processors, and in line with the global validity of the GDPR. Data 

controllers are defined as individuals or companies that determine the purposes and means of 

processing data, and they are subject to GDPR regulations along with data processors (HFW, 

2017; Data and Marketing Association, 2017; Altexsoft, 2018). 



 

73 
 

The content analysis found only one text unit from HFW (2017) discussing pseudonymization, 

which is the lowest among all the categories. It highlights pseudonymization as an alternative 

when anonymization is not feasible, emphasizing the importance of collecting data only when 

necessary. 

One of the most relevant findings for the RQ of this study is “Data profiling”. The content 

analysis reveals a strong connection to the global validity section, where the GDPR applies to 

handling information of EU citizens regardless of their location. The analysis emphasizes the 

value of data for travel businesses and the need to safeguard, secure, and accurately handle 

customer and staff data. Obtaining consent for electronic marketing and conducting regular 

information practice audits are crucial, particularly for personalized services. The car rental 

industry sees GDPR compliance as an opportunity to develop better services through data 

customization, enhancing customer satisfaction and business profitability (Hospitality News, 

2018; Mha, 2018; Pegasus, 2017; Altexsoft, 2018; Rentall, 2018). 

 

In the category “Similar to the GDPR” two comparable regulations to the GDPR were 

mentioned: the CAN-SPAM Act of 2003 in the USA and the Canadian SPAM Act of 2017, 

both focusing on commercial email practices. Additionally, the UK considered a new Data 

Protection Bill to implement GDPR, aiming to adapt regulations to local requirements despite 

Brexit (Aviation Business Consultants, 2018; Data and Marketing Association, 2017; UK 

Government Proposes Key Changes to the UK GDPR | Perspectives & Events | Mayer Brown, 

2023) Predecessors of the GDPR, such as the 1995 EU Data Protection Directive (95/46/EC), 

were mentioned in four sources, with the GDPR emerging as a response to the need for new 

rules in the digital era (HFW, 2017; Crowe Horwath, 2017; Amara Marketing, 2018; Niel 

Harper, 2018). 

The content analysis reveals that the GDPR has led to an increase in reporting personal data 

breaches and emphasizes the need for robust security measures. Transparency plays a crucial 

role, and consent should be obtained in a clear, specific, and informed manner. GDPR 

compliance can enhance customer loyalty, trust, and satisfaction by demonstrating 

transparency and protecting personal data, providing an opportunity for businesses to improve 

practices and build trustful relationships with customers (Hospitality News, 2018; Data and 

Marketing Association, 2017; Altexsoft, 2018; Tourwriter, 2018; Rentall, 2018; Wherewolf, 

2018; Future Cruise, 2017; HFW, 2017; Bird & Bird, 2020; Mha, 2018). 

The second part focused on the changes that tourism and travel companies had to implement 

due to the enforcement GDPR. 7 subcategories were identified from the literature review or 

from recurring topics in the documents analyzed.  

The content analysis found that data collection changes are a significant aspect of GDPR 

compliance. The shift from opt-out to opt-in methods for email marketing has impacted hotels, 

requiring explicit consent from customers. GDPR emphasizes that consent must be freely 

given, specific, informed, and unambiguous. Businesses, including hotels, must have a clear 
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understanding of the purpose behind data collection and ensure compliance with payment 

security standards. The use of customer data in targeted advertising, requires explicit opt-in 

consent (Aviation Business Consultants, 2018; Hospitality News, 2018; Pegasus, 2017; 

Covington & Burling, 2018; Stayntouch, 2017; Data and Marketing Associaiton, 2017; 

Altexsoft, 2018; Tourwriter, 2018; Amara Marketing, 2018; Social Hospitality, 2018; Niel 

Harper, 2018; Wherewolf, 2018; HFW, 2017; Bird & Bird, 2020; Mha, 2018). 

As per data interpretation / use, the analysis reveals that GDPR has brought several changes. 

Obtaining explicit consent and ensuring transparency about data usage are emphasized. Smart 

data collection can lead to better customer experiences and targeted marketing. Proper data 

management and clear information on data processing and retention policies are crucial for 

compliance. Data's value for travel businesses is highlighted, emphasizing the need for secure 

and accurate data handling. Challenges arise in marketing to EU guests through platforms like 

Google and Facebook due to GDPR requirements. Disclosure of data processing activities and 

arrangements with third parties, appointment of a Data Protection Officer (DPO), and up-to-

date contractual terms are also important considerations (Aviation Business Consultants, 2018; 

Crowe Horwath, 2017; Pegasus, 2017; Covington & Burling, 2018; Stayntouch, 2017; Data 

and Marketing Association, 2017; Altexsoft, 2018; Amara Marketing, 2018; Social Hospitality, 

2018; Niel Harper, 2018; Wherewolf, 2018; Future Cruise, 2017; HFW, 2017; Bird & Bird, 

2020; Mha, 2018). 

The findings related to data storage changes in the context of the GDPR show that data is 

identified as a valuable asset for travel businesses, and acquiring and securely holding customer 

data is crucial. Consent management is emphasized, with a focus on clear affirmative action 

and the end of pre-ticked boxes. Data retention policies and practices, including data cleansing 

and destruction of information, are discussed. Data security measures, internal audits, and 

educating employees on data security are highlighted. Detailed information on data processing, 

including retention duration, is recommended, along with providing clear consent options for 

digital marketing and enabling guest access to modify or delete their information (Crowe 

Horwath, 2017; Stayntouch, 2017; Data and Marketing Association, 2017; Altexsoft, 2018 

Tourwriter, 2018; Amara Marketing, 2018; Social Hospitality, 2018; Bird & Bird, 2020; Mha. 

2018). 

The analysis also reveals key points regarding third-party involvement in data processing under 

GDPR. Shared responsibility between data controllers and processors is emphasized, with both 

being accountable in case of data breaches. Businesses must carefully review relationships with 

third-party partners, ensuring their compliance with GDPR and data protection obligations. 

This includes examining supplier arrangements, data processing agreements, and contracts. 

The importance of privacy notices, specifying data use and transfers to third parties, and 

enabling individuals to exercise their data protection rights is also highlighted (Hospitality 

News, 2018; Crowe Horwath, 2017; Covington & Burling, 2018; Stayntouch, 2017; Altexsoft, 

2018; Amara Marketing, 2018; Social Hospitality, 2018; Niel Harper, 2018; Wherewolf, 2018; 

HFW, 2017; Bird & Bird, 2020; Mha, 2019). 
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The analysis of the category "Accountability and penalties" revealed important findings. Non-

compliance with GDPR can lead to significant financial penalties, with fines of up to €20 

million or 4% of global annual turnover. Reputational damage is another consequence, 

impacting customer trust and the hospitality industry. Additionally, the GDPR emphasizes the 

principle of accountability, requiring organizations to demonstrate compliance through record-

keeping and data protection policies (Hospitality News, 2018; Crowe Horwath, 2017; 

Covington & Burling, 2018; Stayntouch, 2017; Data and Marketing Association, 2017; 

Altexsoft, 2018; Rentall, 2018; Amara Marketing, 2018; Social Hospitality, 2018; Niel Harper, 

2018; Future Cruise, 2017; HFW, 2017; Bird & Bird, 2020; Mha, 2018). 

The GDPR has had a significant impact on the tourism and travel sector due to its extensive 

processing of personal data. The focus is often on the risk of data breaches and security 

concerns, highlighting the need for compliance with GDPR regulations (Hospitality News, 

2018; Crowe Horwath, 2017; Covington & Burling, 2018; Data and Marketing Association, 

2017; Altexsoft, 2018; Tourwriter, 2018; Rentall, 2018; Amara Marketing, 2018; Social 

Hospitality, 2018; Niel Harper, 2018; Future Cruise, 2017; HFW, 2017; Bird & Bird, 2020 

Mha, 2018). 

The category “Others” includes various topics not fitting into other categories. The main points 

addressed are data security and privacy concerns, reporting personal data breaches, employee 

training on GDPR compliance, and the need for ongoing compliance and monitoring to adapt 

to changing regulations (Aviation Business Consultants, 2018, Altexsoft, 2018; Bird & Bird, 

2020; Future Cruise, 2017; Mha, 2018; Covington & Burling, 2018; HFW, 2017; Stayntouch, 

2017; Hospitality News, 2018; Crowe Horwath, 2017; Social Hospitality, 2018). 

Overall, the analysis shows that the impact of the enforcement of this regulation on tourism 

companies has been considerable. At the same time, the fact that almost all the sources 

considered for the analysis have a section presenting all the main points of the regulation 

enforced in 2018 and that does not necessarily apply only and specifically to the tourism 

industry opens the probability that the GDPR has had a consistent and general impact on all 

the industries. Nonetheless, a major link that could eventually translate into a higher impact for 

the tourism industry is its information-intensive nature (Buhalis and Amaranggana, 2015; 

Herdin and Egger, 2007) that put more emphasis on ethical issues such as data validity and 

impact on privacy. Individuals are still too little aware of the data that companies and third 

party collect about them and reuse to target specific advertisement to them, therefore this makes 

the enforcement of the GDPR more relevant and the measures to implement, somehow more 

impactful (including the fines and sanctions in case of violation). 

At the same time, the analysis highlighted that the implementation of the GDPR can benefit 

the businesses processing data. One of the purposes of the GDPR is empower consumers and 

ensure higher transparency on how the data collected are going to be used by data controllers 

and data processors. As highlighted by Davis et al. (1989) and Theocharidis et al. (2020) 

respectively in their TAM and permission-based model, the opt-in data collection consent 

approach supported by the GDPR contributes to build trust between individuals and companies. 
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Indeed, by explicitly seeking their consent, organizations demonstrate respect for individuals' 

autonomy and privacy rights that eventually lead to let individuals feeling more confident in 

their interactions with online services. 

 

5.1 Research limitations 

The master thesis has also several limitations that should be acknowledged. These limitations 

are mainly related to the methodology used, the type data sources, and the consequences for 

the research question and the content analysis I conducted.  

One of the main limitations of my study is that it is based on secondary data. The use of 

secondary data only, can have, as a consequence, that the information obtained may not be as 

precise and targeted as it would have been by using primary data. Methodologies based on 

primary data, such as surveys or interviews, allow researchers to collect data specifically 

tailored to their research objectives.  

Additionally, in my thesis the literature review is based on information collected from a single 

database, Scopus. This limitation is mainly due to time constraints, which reduced my ability 

to explore multiple databases for a comprehensive systematic literature review. The selection 

of relevant information was done solely by me as a researcher, which may lead to subjectivity 

and potential bias in the process of collection and selection of the sources to include in my 

systematic literature review. With this regard, Puljak (2017) and Systematic Reviews (2020), 

emphasize the importance of involving multiple authors in the selection process to ensure 

objectivity, using several databases, aspect that require significant amount of time (usually 18 

months). 

Another limitation is the reliance on data sources that mainly represent the perspectives of 

stakeholders supporting or advising businesses in the implementation of the GDPR, such as 

consultancy companies, law firm or business associations. Indeed, these sources provide 

valuable insights and expertise, but at the same time they do not directly talk about the concrete 

experiences or viewpoints of the businesses that had to implement the GDPR themselves. As 

a result, the analysis may not fully show the specific challenges and issues faced by businesses 

in complying with the GDPR for tourism targeted marketing. Nonetheless, the secondary data 

I selected can still contribute relevant information and insights to my research question, as 

shown in the analysis. 

 

5.2 Recommendations and future research 

Based on the identified limitations of my master thesis, the following recommendations can be 

made for future research. 

First of all, in order to address the limitation of relying on secondary data only, a study that 

uses primary data methods can be recommended. This could involve surveys, interviews, or 
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focus groups to gather data directly from businesses operating in the tourism field and that have 

implemented the GDPR targeted marketing. By collecting primary data, the research can obtain 

more targeted and focused results that directly address RQ. This would provide valuable 

insights into the challenges, successes, and specific strategies put in action by businesses in the 

GDPR. 

Another recommended action is to complement this qualitative content analysis, with a 

quantitative analysis. By incorporating a quantitative approach, the researcher can obtain a 

larger and more comprehensive picture of the current situation. This can be achieved by using 

statistical software to analyze data, allowing for the identification of patterns, trends, and 

relationships between variables. The inclusion of quantitative analysis would also help to 

reduce subjectivity and bias that may arise when a single author is conducting the analysis, as 

in the case of this study and as highlighted in the paragraph about limitations. 

Also, to enlarge the scope of my research and get a broader picture of the impact of data 

protection regulations and laws on targeted marketing in tourism, I suggest conducting a 

comparative analysis. Such a study could analyze the impact of the implementation of data 

protection regulations enforced not only by the EU but also by other countries such as the 

United States, Canada, and the United Kingdom, which, as underlined in paragraph 4.1.13 have 

developed similar strategies to protect the data of their citizens. By comparing different 

legislative frameworks and approaches for the implementation, the research could provide 

valuable insights highlighting the similarities, the differences, and the potential lessons that can 

be learned from various jurisdictions. 

Finally, another related future research that could be worth to conduct is understanding how 

the GDPR could contribute and/or guarantee the transparency and protection of consumers’ 

data in targeted marketing in tourism in sight of what are, at the time I am writing this thesis, 

the current scientific and technological developments of AI, that are raising further ethical 

questions among policy-makers world-wide (European Commission, 2023).  
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